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Sample size and Power
- Hypothesis testing -

Sample Size Estimation
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Hematocrit Level and T1 Mapping Parameters in Pre- and Post-
anemia Rat Models
Preanemia Group  Postanemia Group
Parameter (n=13) (n=13) P Value
Hemartocrit level (%) 59.0 = 4.1 457 52 <.01
Native T1 (msec)
Myocardium 1186.7 = 55.6 1174.8 = 59.3 47
Blood 1992.0 = 214.9 2193.7 = 334.4 <.01
Postcontrast T1 (msec)
Myocardium 829.5 = 80.7 794.3 £ 119.8 .08
Blood 690.2 = 109.7 563.8 = 155.7 <.01
ARI1
Myocardium 0.000374 0.000435 12
Blood 0.000984 0.001465 <.01
Partition coefficient 38.2 £ 4.4 29.2 * 3.5 <.01
ECV (%) 15:53 2.0 160 =19 24
Note.—Data are mean = standard deviation. ECV = extracellular volume frac-
don, R1 =1/T1ART=R1 . =RI ..

Kim PK, et al. "Myocardial extracellular volume fraction and change in hematocrit level: MR evaluation by using T1 mapping in an expegrimental
model of anemia." Radiology 288.1 (2018): 93-98.
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@ YONSEI
'.:L_I " UNIVERSITY

Conceptual Summary of Hypothesis Testing

* Null hypothesis (H,) vs. Alternative hypothesis (H,)

l-a Type Il error
Type | error power
=Q :1—B

11

@ YONSEI
'.:L_I " UNIVERSITY

Conceptual Summary of Hypothesis Testing

« Sensitivity2| XO[7} “HIE 20% <L {0 = (H true)
L A9 itEOﬂHOI A0l = JEEf AL F —1‘— A
7 "tcfo| AL (H, true) & 7hsSILCt.

* P value

. Observed type | error
« 7 (H)0l RCH= T o0, AN = =0T Atr=2
E 71IM5| A8 SAZ UL HS :
=1 3=
- SASIHC = Ho|k[= 220 7|
 Binomial, x?, t, F, Normal distribution,...
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Sample size estimation

« T QT AtS
1. 2X A= H (primary endpoint)Of| (2 SAH &4 7|H
ex) EH| W t-test, H| 2H| 1 Chi-square test
2. AFALZL S| AL Sh= E| A RO|THAS| HE S B2
3. Significance level: ZYE O = 0,05 &
4. Statistical power: 2HE S 2 80% or 90% = 718

« 7|EFAFEE: Allocation ratio, Drop-out rate

N

Noeg —M —
1 —(drop-out rate)}

13

4.2.1 Test for Equality

E: To test whether there is a difference between the mean response rates of
the t;st drug and the reference drug, the following hypotheses are usually
considered:

Ho:e=0 versus H,:e#0.
We reject the null hypothesis at. the a level of significance if
P1— P2
VP1(1 = p1)/ny + a(1 — fa) /na
the alternative hypothesis that € # 0, the power of the above test is

type | error

> Zo/2 (4.2.1)

lel
R —Z, .
Vol—p)/m +pa(-po)jma 0
size needed for achieving a power of 1 — 3 can be
ng equation:
e power

le] o
o1)/m1 + p2(1— pa)/n2 ST

(4.2.2)

14
Chow, S. C., Wang, H., & Shao, J. (2007). Sample size calculations in clinical research. CRC press.
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Hematocrit Level and T1 Mapping Parameters in Pre- and Post-
anemia Rat Models
Preanemia Group  Postanemia Group
Parameter (n=13) (n=13) P Value
Hemartocrit level (%) 59.0 = 4.1 457 52 <.01
Native T1 (msec)
Myocardium 1186.7 = 55.6 1174.8 = 59.3 47
Blood 1992.0 = 214.9 2193.7 = 334.4 <.01
Postcontrast T1 (msec)
Myocardium 829.5 £ 80.7 794.3 £ 119.8 .08
Blood 690.2 + 109.7 563.8 = 155.7 <.01
AR1
Myocardium 0.000374 0.000435 12
Blood 0.000984 0.001465 <.01
Partition coefficient 38.2 £ 4.4 29.2 * 3.5 <.01
ECV (%) 155 =20 160+ 1.9 24
Note.—Data are mean = standard deviation. ECV = extracellular volume frac-
don, R1 =1/T1ART=R1 . =RI ..

Kim PK, et al. "Myocardial extracellular volume fraction and change in hematocrit level: MR evaluation by using T1 mapping in an explel_rimental
model of anemia." Radiology 288.1 (2018): 93-98. 7

Reviewer #4/Statistical Reviewer::

*1. As in any study with non-significant results for the primary hypothesis, a power analysis is
required. What was the magnitude of the difference in ECV that would have been detectable with

80% power? The clinical significance of differences smaller than that must be considered.:

. Paired t_test_ g mean dif ference

standard deviation of dif ference.
Vn

® power analysis Z1h).
- =3 Z0t0| cHet statistical power = 20.44%.
= power 80%E =& ZUE H0|7| s AP rat = 70 O2.
= 13012|2 power 80%E Y= F UE ECV KHO[ZE = 1.24 (% C}QF O] Zi= ECV difference
9| standard deviation2 X T Xtz et Zich= 7PEsto] ot ZAaRiLCt).

Kim PK, et al. "Myocardial extracellular volume fraction and change in hematocrit level: MR evaluation by using T1 mapping in an explerrimental
model of anemia." Radiology 288.1 (2018): 93-98. N
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N=13, alpha =0.05)
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17

Statistical Analyses Discussion
Continuous variables are expressed as
mean * standard deviation, and car-

= E—— N

The ECV difference between the p}c- and postanemia

€g0ric:ll \'llrillblfs are CXPI’?SSCd as a
frequency or percentage. The Shapiro-
Wilk test was performed to evaluate the
distribution of data. The significance
of differences in hemarocrir levels, [V
functional parameters, and T1 val-
ucs i):[“'ccn l'l]c Prr‘ :lnd P[l!\[uf]c[ni«l
models was evaluated with the paired
I test. A PUSI hUC Powfr ﬂnﬂlyﬁis ‘was

groups was insignificant. The difference between these two
groups was (0.5, which was less than 1.24. This difference may
be clinically insignificant, given that the width of a 95% CI
for repeated measurement of ECV was 2.8% in the previous
human studies (25,31).

There were a few limitations to this study. First, this study had
a small sample size. To achieve a higher power, we would need
to perform a study with a larger sample size. However, this was
ultimately an exploratory study performed in animal subjects,

performed ro determine the difference berween the and we were still able to obtain results with a small sample size.
pre- and postanemia models that was needed to Secnnd. we ohrained measurements ar onlv one time Boinr
achieve 80% power with our sample sizc‘. A lincar

mived madal with recrricred mavimuom likelihaad

Kim PK, et al. "Myocardial extracellular volume fraction and change in hematocrit level: MR evaluation by using T1 mapping in an explegrimental
model of anemia." Radiology 288.1 (2018): 93-98. ‘
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Because the association between kurto- KSSRZGZ p—
sis with SSF of 2 and outcome was sig-
nificant not in the overall population but

c : : of Children and Young Adults
rather only in the non-triple-negative
’ - Praprandal BV (L/min/m?) Postprandial BFY (L fmenim?)
breast cancer population, we performed ‘.
: s Variatie =18Yews Od = 18)  >18Years O j7=20) Paie® =18Vears Odd {n=19) >18YersOldjn=20 Piae’
a post hoc power analysis to estimate the
o T Candiae oatput 382248600 31(256-40) 014 093y 4,04 (3.0-5.96) 346 (27-4.56) 029 0.90)"
power to detect a significant association Avdominal BFV 1.54(1.18-2.39) 1.42(1.19-1.89) > 99(0.45) 187 (137-254) 1127284 9018
in the overall population. Considering the Gerebral blood flow 1431.05-2.30) 110 0.70-1.69) 0209 1391091229 112 (068159 008 {0.97"
» " - SMA 0.23 (0.17-0.30) 022 {0.13-0.48) > 9910.10) 0.70 (0.46-1.15) 068 (0.31-094) > 99(0.22)
observed effect size (median difference, M 024 (0.13-0.36) 023(0.15-0.38) >99{0.08) 071034125 068 (037-104) >99(007)
0.6) standard deviation and sample sizes Portal vein 0,66 (0.35-0.86) 063 {0.45-0.85) > 9310.04) 130 085-1.74 116 (0.95-167) =99 0.08)
. = e
in the two outcome groups, the estimated Biurcation 0850.33-161) 058 03-117) 14079 075 041-1.31) 058 (0.40-091) 750084)
post hoc power was 25%. Suprarensl 149(0.78-217) 123 0.87-184) 1860.75) 142010-241) 1230971750 s71087)
Posthepatic 224 (1.63-422) 215(1.6-2.85) o071} 2,86 2.04-4.0) 238 (1.83-3.09) ~.99(0.39)
Descenting st
Deaphragm 232(1.45-37) 1.97(1.60-2.42) 075 034 265 (2.13-367) 2361732970 57 (0.:66)
Biurcation 0.86(038-152) 0.56(029-097) 2079 062[042-127) 043 (032-1.02) 130074)
Ascending aorta 361 (239-5651 3020243413 123081 38328572 3372493 123071
Right common carcted  0.36 (0.23-051) 027(020-032) 0200 03024055 027 (019-035) 008 (087
artery.
Lefcommen carald 037 (0.25-0.56) 028 0.17-0.35) 004DSE  0.3310.25-081) 028(0.18-0.35) 008 (0.8
artary
Right mtemal jugular 0.32 (0.08-0.81) 0.28 0.02-0.48) > 99053 0.40 (0.08-0.8) 028 (0.01-0.4%) 212407
vein
Lsflinemal jugolarvein  0.30 (0.01-0.78) LI5005-04) 22074  0H00I-084 015 (006-0.37) 619 (0.62)
Hapatic vein 077 (05-1.85) 081 [0.45-1.1) >9910.20) 1.05{0.83-1.34) 1.2 (084-151) =.99{0.08)
Hapati artery 022(-027H107)  020(-0200047) =>991020)  —014(-0510047 —011(-0491003) >8(011)
Ranal 0.60(0.38~1.27) 0.5 (0.36-0.96) = 8940.08) 0.75 {0.45-1.19) 067 (0.45-117) >89(023)
Vot o, ot madn. wih b e i pueas, O Ut 3. o SIC o st dighragn. CBF & ow,
o frem uppor e at et
* D i vt the powet.
! indecates 3 sgnificant dfference

Despite our large sample size, our study was underpowered to
show significant differences in FN rates owing to the infrequent
occurrence of this adverse evenr. A post hoc power analysis based
on d‘l: FN rate in our Slud.\’ LJ.n'llJlL' ullcu]a[cd dl:l[ in ﬂl'dL']' w
observe a proportional difference of 0.1 per 1000 screens at 80%

power, the estimated sample size would need to be 2278662

. Chamming's, Foucauld, et al. "Features from computerized texture analysis of breast cancers at pretreatment MR imaging are associated with response to
neoadjuvant chemotherapy.” Radiology 286.2 (2018): 412-420.

. Muthusami, Prakash, et al. "Splanchnic, thoracoabdominal, and cerebral blood flow volumes in healthy children and young adults in fasting and postprandial
states: determining reference ranges by using phase-contrast MR imaging.” Radiofogy 285.1 (2017): 231-241. 19

. Durand, Melissa A., et al. "False-Negative Rates of Breast Cancer Screening with and without Digital Breast Tomosynthesis." Radiology (2020): 202858.

NIVERSITY

In reviewer’s comment...
Please perform sample size calculation. This study is underpowered and will
be impossible to make any inference

A Proposal to Mitigate the Consequences of Type 2 Error
in Surgical Science

Yanik J. Bababekov, MD, MPH, Sahael M. Stapleton, MD, Jessica L. Muelier: BA, Zhi Ven Fong, MD. MPH, [ ]
and David C. Chang, PhD, MPH, MBA

Don't Calculate Post-hoc Power Using Observed Estimate of Effect Size
Gelman, Andrew
Annals of Surgery. 265{1):c9-€10, January 2019,

Comment on “Post-hoc Power: A Surgeons's First Assistant in Interpreting
‘Negative’ Studies” and “A Proposal to Mitigate the Consequences of Type 2 Error
in Surgical Science”

r Favarites [ POF @ Get Content & Permissions

Helminen, Olli; Reito, Aleksi

Annals of Surgery. 270(6):e77-e78, December 2019,

4

Letter to Editor: A Proposal to Mitigate the Consequences of Type 2 Error in
Surgical Science

nt & Permissions

Helminen, Glli; Reito, Aleksi

Annals of Surgery. 263(1:£10-¢11, January 2019, Comment on “Post-hoc Power: If You Must, At Least Try to Understand”

% POF @ Get Content & Perr

Althouse, Andrew D.; Chow, Zad R.

Z Annals of Surgery. 270(6):e78-¢79, December 2019,

Post Hoc Power Calculation: Observing the Expected fr Favorites [3 POF (© Get Content & Permissions

)

Plate, Joost D. |; Borggreve, Alicia S.; van Hillegersberg, Richard; More
Annals of Surgery. 268(1):211, January 2019,

Response to Comment on “Misinterpretation of Results With P > 0.05 May Harm
Quality and Patient Safety”

avorites [ POF © Get Content & Permissions

&=

Bababekov, Yanik; Lee, Hang; Chang, David
Post Hoc Power: A Surgeon's First Assistant in Interpreting “Negative” Studies Annals of Surgery. 270(6):€79-280, December 2019,
Bababekow, Yanik | Chang, David C.

Annals of Surgery. 263(1ke11-¢12, January 2019, 20

-10-
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Statistical vs. Clinical Significance

* N
* pvalue vs. 95% ClI

21

P value
Uncertainty Metrics

-11 -
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@ons!

95% Cl = 2 0{OF SILIR?

* Reviewer’s comment

uncertainty measures are lacking, such as 95% Cls , for
sensitivities, specificities, FOMs, etc.

* To quantify precision of the estimate
(e.g., Sn and Sp, odds ratio, hazard ratio,...)

The advantage
of Cls over significance tests (P values)

* the Cls shift the interpretation from a qualitative
judgment about the role of chance to a quantitative
estimation of the biologic measure of effect.

* Allow more reliable analysis, interpretation, and
communication of clinical information among health
care providers and between these providers and their
patients.

Medina, L. Santiago, and David Zurakowski. "Measurement variability and confidence intervals in medicine: why should
radiologists care?." Radiology 226.2 (2003): 297-301. 2

-12-
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‘@ YONSEI

¥ UNIVERSITY

the P-value has nothing to do with the magnitude
or the importance of an observed effect

 Two different results 95% ClI
OR=0.59,p=0.15 0.2 1.3]
OR =0.83, p=0.002 (0.7,0.9)

* Due to a very large (small) sample size regardless of the

effect size
* When there is a wide confidence interval that includes

potentially important benefits or harms

Jung I. Some facts that you might be unaware of about the p-value. Arch Plast Surg 2017;44:93-4.

‘@ YONSEI

¥ UNIVERSITY

Uncertainty: SD, SE, 95% ClI

* SD (Standard Deviation)
2 BEK I BA o2 R E HoiH HE
* SE (Standard Error)
HECZSH ATl SA (B, S 0RHRSS)0 2
Mo S SAE 2R H B0{F =
* 95% CI (Confidence Interval)
* Cls based on a 95% confidence level (=100 — type | error)
» Sample size + Variability

« Ofl: 2| 95% ClI
* mean + 1.96XSE = mean * 1.96XSD/VN

-13-
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95% Cl for Odds Ratios

+ a b
= G d
* Odds Ratios: OR = %

/d
* 95% Cl for OR
InOR + 1.96 x Ji/a +1, + 1+ 1,

Q. ? EH A 0= ot 29| sample size/} ZFCHH 95% CI=?
A) Ot H 2 17t A= (ex, OR (95% Cl): 2.5 (1.4, 225.399) )
Q. O ot E2= X2 M = E 2 (0 cell) OR2} 95% CI=?
A) C17} <.0010|Lt >999.999 2 HA| &

Firth’s correction, re-categorization,... 37

Table 4
Results of ROC Analysis for 2D Mammography versus Single-View T ynthesis for Average Di: ic A y
2D Mammograpiy vs Single-View 2D Mammography ¥s Single-View 20 Mammagraphy vs Single-View
Varabie Tomasynthesis ForAll Readers Tomosynthesis For Masses Tomosynthesis For Caicification
2D mammography® 0774 0781 0775
Single-view tomosynthesis* 0.775 0.788 0.742
2D mammography vs single-view —0.001 —0.007 0032
fomosynthesis®
95% C1 0.066, 0.064 +0.85, 0.070 0.080,0.145
Pvalue 0.79 85 57

v'95% Cl for the difference

e v Multiple radiologist

20 Mammography vs Two-View 2D Mammaography vs Two-View 2D Mammography vs Two-View
Tomosynihess For Masses is For Calcifi
Variable =10" <10" <10 =10" <10° <10 =10" <10* <107
2D mammography* 0.811 0.734 0.783 0.812 0.712 0.750 0818 0.785 0829
Two-view tomosynthesis* 0.858 0.844 0.859 0.854 0.834 0.846 087 0.870 0.883
2D mammography vs two-view 0.047 0.110 0.076 0.042 0.122 0.096 0053 0.105 0,054
tomosyninesis*

95% O —0.135, —0.204, —0.121, —0.142, —0.201, —0.161, —0.155, —D.259, —0.142,

0.040 ~0.015 —0.032 0.0s8 -0.042 -0.031 0.049 0.048 0.034
Pvalue 0.25 0.03 0.002 0.38 0.008 0.007 029 0.14
* Reader exparience in years.
" Tha outfier was removed.
* Data ara figures of marit.

28
Wallis MG., et al. “Two-view and single-view tomosynthesis versus full-field digital mammography. high-resolution X-ray imaging observer study." Radiology 262.3 (2012). 788-796.

-14 -
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UNIVERSITY

95% Cl for diagnostic accuracy

* 95% Cl for accuracy (p: proportion)

1_
» +196x [PL=P)

* Cls are needed to help one to be more certain about
the clinical value of any screening or diagnostic test
and to decide to what degree one can rely on the
results.

* Sample size can be estimated to achieve a desired ClI
width.

UNIVERSITY

Borderline p value

Hematocrit Level and T1 Mapping Parameters in Pre- and Post-
anemia Rat Models
Preanemia Group  Postanemia Group
Parameter (n=13) (n=13) P Value

Hemartocrit level (%) 59.0 = 4.1 457 £532 <.01
Native T1 (msec)

Myocardium 1186.7 = 55.6 1174.8 = 59.3 47

Blood 1992.0 = 214.9 2193.7 = 334.4 <.01
Postcontrast T1 (msec)

Myocardium 829.5 = 80.7 794.3 = 119.8 .08

Blood 690.2 = 109.7 563.8 = 155.7 <.01
AR1

Myocardium 0.000374 0.000435 12 I

Blood 0.000984 0.001465 =.0
Partition coefficient 38.2 = 44 29.2 £ 3.5 <.01
ECV (%) 15:5 2.0 16019 24
Note.—Data are mean = standard deviation. ECV = extracellular volume frac-
tion, R1 = 1/T1, AR1 = Rlmm‘_ﬁ_ml_"__M—Rlm__mm__.

Kim PK, et al. "Myocardial extracellular volume fraction and change in hematocrit level: MR evaluation by using T1 mapping in an experimental
30
model of anemia." Radiology 288.1 (2018): 93-98. o

-15-
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* Statistically NS results
* Negative?
* Inconclusive?

* Comparable?
cf. noninferiority, equivalence

https://mchankins.wordpress.com/2013/04/21/still-not-significant-2/

Tovpake it seem more interesting.

betteryenas of iImprovement (p=0.0505

n a statistically significant value (p=0.06)
eing significant (p>06.07)

bordered on b¥gg statistically significant (p=o.0502)
bordered on but Wgs not less than the accepted level of significance (p>0.03)
t (p=0.09)

borderline conventionahgignificance (p=o.051)

bordered on significh

borderline level of statistidy] significance (p=0.053)
borderline significant (p=0.0"

borderline sig:

ficant trends (p3Q.099)
close to a marginally significant le
close to being significant (p=0.06)

close to being statistically significant (p

(p=0.06)

close to borderline significance (p=0.072)
close to the boundary of significance (p=0.06)
si

close to the level of significance (p=0.07)

close to the limit of significance (p=0.17)
close to the margin of significance (p=0.055)
close to the margin of statistical significance (p=0.075)
closely approaches the brink of significance (p=0.07)
closely approaches the statistical significance (p=0.066g)
closely approximating significance (p>0.05)
closely not significant (p=0.06)
closely significant (p=0.058)
close-to-significant (p=0.09)
did not achieve conventional threshold levels of statistical significance (p=0.0§
did not exceed the conventional level of statistical significance (p<0.08)

i sptable levels of statistical significance (p=0.054)

31

THE AMERICAN STATISTICIAN
2016, VOL. 70, NO. 2, 129-133
http://dx.doi.org/10.1080/00031305.2016.1154108

editors use.

EDITORIAL

The ASA’s Statement on p-Values: Context, Process, and Purpose

Q: Why do so many colleges and grad schools teach p = 0.05?
A: Because thats still what the scientific community and journal

Q: Why do so many people still use p = 0.052
A: Because that’s what they were taught in college or grad school.

32
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Multiple Comparison

Multiple testing problem

* Multiple comparison (btw group)

* Multiplicity (multiple endpoints)

- O 278 YE?

« OffH == (EE= H| 1) Of CHH A 277t?
- SIZH Ol ys, EMH A
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Statistical Analyses

with cardiac MK mmaging being the ret-
erence standard. Bonferroni correction
was performed, and a P value of less
than .0167 indicated a significant differ-
ence. For quantitative analysis of MDE,

internhearver acreements were acescend

Pairwise Comparison of Subjective Image Quality Score and Contrast-to-Noise Ratio
between Conventional and Monochromatic CT

CT Examination Image Quality PValue® CNR PValue*
Conventional 315+ 043 393133
60-keV 3.05 £ 0.39 0455 361 =1.07 72
70-keV 3.38 = 0.54 .0067 426 *1.38 0047
80-keV 3.45 = 0.55 .0005 410 =1.41 .0190

Note. —Unless otherwise indicated, data are mean = standard deviation.
* Indicates pai ison between ional and ic CT jons. P < 0167 indicated a significant
difference, with Bonferroni correction.

Chang S, Utility of Dual-Energy CT-based Monochromatic Imaging in the Assessment of Myocardial Delayed Enhancement in Patiegits
with Cardiomyopathy. Radiofogy 287.2 (2018): 442-451

YONSEI

NIVERSITY

Statistical Analysis
Starisrical analyses were performed with sofrwan
Windows, version 20.0, IBM, Armonk, NY: an
3.5.1, R Fc

ndartion for St

stical Compuring, V

The baseline cha ics and clinical oute
. For the global diffe Tabia 2t Camparison of Treatamnt i Cuiores wong Balir Artery Occluston Subiypes
the three groug bles (which w
mally discribured) we, h the Kruskal Embolom vidhn Nl
: analyzed with the [e— Pusenis (s =82} (groug 1o = 34 ) i
test or Fisher exact test. Treatment and Onsct w0 punciure tme 218 (151-298) 218 (138-281) 240 (150-264)

outcomes were compared berween groups.

605101 4913184 o 06
group 1 was used as the reference. Mulrtiplicity ad- 286.(330-57%) 260 (201-367) ' si
justments were not performed because our study i
2 - s 15650 1260
s fo sle end poinrs. Mul-
for mulriple end poinrs. Mul Lo 2
c regression w performed 1o 00y 1655 -
cvaluare the sraristical significance of the group = e 3 (18) 2 (0 i 59
Adiuvant treacment 8029) 769 o 04
angioplacy

ment for anser ro rec rion time. /”values less L

than .05 were considered o indicare a sraristically

ant difference. 03
o5

48

%

0w 165 »

) 0w 99

ents, with percentages in parentheses. VA = verichral arsery, miS = modified
o ey

dians, with inter in parentheses.

! Primary angioplasty was performed in a paricnt without mechanical thrombectomy artempes.

Baik SH et al. Mechanical Thrombectomy in Subtypes of Basilar Artery Occlusion: Relationship to Recanalization Rate and Clinical Outcome. Radiology 281.3
(2019): 730-737.
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Table 3 Uni lysis of the f MRI on overall survival

Faatura Catagory Feature Nama HR (85% CI) P-valua
Haralick Entropy 0.3310.17 0.64) 0.001*
LoG Mean 0.66 (0.54, 0.85) 0.001*
LoG Standard deviation 0.76 (0.85, 0.89) 0.001*
Gabor Mean 0.41(0.24, 0.68) 0.001"
Sobel Mean 0.89 (0.83, 0.96) 0.002*
Sobel Standard deviation 0.86 (0.78, 0.95) 0.004*
First ordar Mean 0.93 (0.88, 0.98) 0.005*
Gabor Kurtosis 0.8(0.68, 0.94) 0.007*
Haralick Contrast 0.92 (087, 0.99) 0.016"
First order Standard deviation 0.7 (0.5, 1.00) 0.019"
Gabor Standard daviation 0.95 (0.9, 0.99) 0.026*
First ordar Skewness 0.99 {0.98, 1.00) 0.0288
LoG Kurtosis 0.68 (0.48, 0.96) 0.0301
LoG Skewness 0.93(0.88,1.0) 0.038
Haralick Enargy 0.91 (0.83, 1.0} 0.04
Sobel Kurtosis 0.87 (0.75, 1.0} 0.054
Sobal Skewness 0.64 (0.39, 1.04) 0.073
Haralick Correlation 0.8(0.79, 1.03) 013
Haralick Homogeneity 0.94 (0.87 1.02) 0.139
First order Kurtosis 1.02 (0.98, 1.06) 0.378
Gabor Skewness 1.0 (0.96, 1.06) 0.862

“Significant after FOR corraction.

Bhatia et al. MRI radiomic features are associated with survival in melanoma brain metastases treated with immune checkpoint inhibitors.
Neuro-Oncology 2020

w

In high-dimensional data

O A= Of
« 25| B

« Bonferroni correction? o 1 L}H

o AY 2y

* Alternative correction method

* Holm-Bonferroni’s step-down

* Hochberg’s step-up
Step-wise correction (Fixed-sequence, fallback)
FDR correction

-19-
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DIAGNOSTIC PERFORMANCE

On 2 X 2contingency table

test / standard ref. D* k3 Total
T+ a b a+b
TP FP
T g d c+d
FN TN
Total a+c b+d N
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Comparison with the benchmark

* If a reference standard is available: Sn, Sp

* If a reference standard is available, but impractical:
bias corrected Sn, Sp

* If a reference standard is not available or unacceptable
for your particular intended use and/or intended use
population: consider whether one can be constructed.

* |If a reference standard is not available and cannot be

constructed: NOT

41
FDA. Statistical guidance on reporting results from studies evaluating diagnostic tests. 2011

Biases in Diagnostic Accuracy
Studies
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Predictive Values (PPV, NPV)

» Population/prevalence dependent value

L.\: < Disease Prevalence 50%

Reference Text
Index Test Row Total
Positive Negative * Sn, Sp = 90%
Positive % 10 100 = PPV = 90%
Negative 10 90 100 = NPV = 90%
Column total 100 100 200
Note —Diagnostic test with 90% sensitivity, specificity, and positive and negative predictive values. Prevalence of disease is
a relatively high 50%.

L.\ A Ml Disease Prevalence 1%

Index Test iiuiichind Row Total * Sn, Sp = 90%
Positive Negative « PPV = 8%
e : ot e " NPV = 59.9%
Column total 10 990 1000

Note —Decreasing the disease prevalence o 1% leaves the sensitivity and specificity at 90%:; however, the positive predic-
tive value has decreased to 8% and the negative predictive value has increased to 99.9%.
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Predictive Values (PPV, NPV)

» PPVLI NPVO| 2 &
» BRI o1

a /_\ fa
P lation: PPV = . ppy=_—-Nh%
G a+b Sample: fa BB
ety 28 pr D L
T a b T fa b
i c d T fo  fod

» f, X0 M 2] sampling rate
= f, L= 0| A 2] sampling rate
« {28 f, # f, 0|22 populationd} sample2| PPVZ} CHE

Corrected Predictive Values (PPV, NPV)

PPV — p X Sn

T pxSn+(1—-p) x(1-Sp)
. 1—p) XS
NPV = (1—-p) XSp

(1—=p) XxSp+p X (1—"5n)
Where, p: prevalence or pretest probability

Pretest probability: based on the patient’s previous medical
history, previous and recent exposures, current signs and
symptoms, and results of other screening and diagnostic tests
performed.

Weinstein S et al. Clinical Evaluation of Diagnostic Tests. AJR 2005;184:14-19
Halpern EF, Gazelle GS. Probability in Radiology. Radiology 2003;226(1):12-15
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Table 2

Testing with Various MR Imaging Signs of Knee Instability
ML VIRCHRL 50 S ORI FMEER) SN Bt O B Y O SRR Y 3 However, the low prevalence will cer-
Buckiing of PCL tainly affect the PPV of these MR im-
Observer 1 50 (19, 81) 49 (32, 65) 20(7,41) 79(58,93) g s
Obssrver 2 50(19,81) 46/(30,63) 197,38  78(56,93) aging signs.
PCL line
Observer 1 10(0,45) 82 (66,92) 120,59 78(62,89)
Observer 2 10(0,45) 80 (64,91) 110,48 7806289
Posterior femoral line
Observer 1 00,31) 100(21,100)  NA 80166, 90)
Observer 2 00,31) 100(21,100)  NA 801(66,90)
PCL angle <100°
Observer 1 100, 45) 87 (73,96) 17(0.64)  79(64.90)
Observer 2 10 (0, 45) 87 (73, 96) 17 (0, 64) 7964, 90)
PCLangle <107°
Observer 1 307, 65) 72 (55, 85) 21(551)  80(63,92 Conclusion: Although MR imaging s of knee laxity in the presence
Observer 2 50(19,81) 62 (45, 77) 25(9.49  83(64,94) of an intact ACL graft have a high spec . the low PPV
PCL curvature ratio means that MR imaging is of little value in ting ante-
Observer 1 10(0,45) 87 (7%, 9%) 170,64 794,60 rior knee laxity as demonstrated with mechanical testing.
Observer 2 100, 45) 82 (66,92) 12(0,59  78(62.89) ?
Uncovering of the posterior horn
of the lateral meniscus
Observer 1 00, 31) 97 (87, 100) 0.0 (0, 98) 79 (65, 90)
Onserver 2 0{0,31) 100 (91, 100) 90 (66, 90)

Note. —Numbers In parentheses are 95% confidence infervals.
* NA = nol applicable; the PPY is undefined because the denominator (rue positive «+ false positive findings) s 2er0.

Naraghi AM et al. Anterior cruciate ligament reconstruction: MR imaging signs of anterior knee laxity in the
presence of an intact graft. Radiology 2012;263(3):802-810.

Comment on the Correct Use of Predictive
Values for Evaluating Diagnostic Tests

From

Fang-yao Chen, MS,* Christine P.
Yang, PhD," and Ping-van Chen, MD*

[)l'parluu-m of Biostatistics, School of

Public Health and Tropical Medicine,
Southern Medical University, Guang-
zhou, Guangdong, China 510515*

Therefore, it is plausible to pay spe-
cial attention to this problem. We suggest
that {a) when a test is used for screen-
ing the general population, neither PPV
nor NPV can be estimated if the preva-
lence is not known, and (b) when a test
is applied for diagnostic purposes in a
specific population of human beings. such
as patients in a clinical setting, both PPV
and NPV should be calculated on the
basis of the known prevalence even if
it is very difficult to obtain (to obtain a
precise prevalence, the subjects should

Radliology 266.1 (2013): 364-366.

be sampled randomly from the target
population). The authors should ex-
plain how to select the subjects and de-
fine the prevalence, and the conclusion
is therefore only eligible for the target
population. In addition, if predictive
values generated from different diagnos-
tic tests are compared. these tests
should have the same prevalence. In con-
clusion, predictive values for evaluating
the accuracy of diagnostic tests should
be applied cautiously to avoid any mis-
leading reports.

Editors’ Note

From

h Levine, MD, Senior Deputy

Elk F.
the
bert Y. Kressel, MD, Editor

ultant to

He

¢ We thank Dr Chen and colleagues for

raising this important point. The PPV

i was originally defined as the value of a

ingle positive diagnostic test in an un-
selected population (1). It applies the
sensitivity and specificity of a test to the

i general population in which the test was

i performed. Both PPVs and NPVs of a
i diagnostic test depend on the disease
i prevalence. Many of the studies report-

ulations

i ed in the imaging literature have selec-

tion or inclusion bias in the study pop-

and/or have artificially

i enriched populations, and, as Dr Chen

and colleagues note, the PPV generated
in these types of studies cannot be

i compared with those of other studies

i with differing disease prevalence. In such
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Table 4. Diagnostic Performance of CT for Detection of Mitral Paravalvular Leakage Using Surgical Findings as the
Standard Reference: Comparison With TTE and TEE

W P M
| cr st 45| 1| 1
TIE % | 43 | 2 | 6
| TEE 25 |28 | 1 | 1
Pulie CTandT® | | | |
' Pvalue (CT and TEE) |
' Pvalue (TTEand TEE) |

CT indicates computed tomograbhy; FN,.faEse-ne.gaiive; FP, false-positive; NPV, negative predictive value; PPV, positive predictive value; TEE..

Sensitivity, %
96.9(31/32)
1.3 (26/32)
96.2 (25/26)
0.086
0.884
0.065

Specifcity, %

97.8 (45/46)

956 (43/45)

95.8 (23/24)
0.558
0.647
0.929

PPV, % NPV,% | Accuracy, % |
96.0(31/32) | 97.8 (45/46) | 97.4 (76/78) |
92.9(26/28) | 87.8(43/49) | 89.6 (69/77) |
96.2(25/26) | 95.8(23/24) | 96.0 (48/50) |

0.479 1 0.089 . 0.073 :

0.879 0637 0.658

0.362 0207 0.110

transesophageal echocardiography; TN; true-negative; TP, true-positive; and TTE, fransthoracic echocardiography.

Suh YJ et al. Assessment of Mitral Paravalvular Leakage After Mitral Valve Replacement Using Cardiac Computed 49
Tomography: Comparison With Surgical Findings. Circulation: Cardiovascular Imaging, 2016 9(6), e004153.

Inclusion criteria (N=297)

Underwentcardiac CT from
March 2010 to October 2014

Previous MVR

204 patients included

Exclusion criteria

+ 10 patients who did not have
echocardiographic exam

« 45 patients with interval between
CT and echocardiography more
than 90 days

+ 38 patients without multiphase
CT data

|

78 patients who underwent
reoperation for cardiac valve
surgery after CT scan

}

126 patients who did not
undergo cardiac valve surgery
after CT scan

Figure 1. Flow chart of the study population. CT indicates computed tomography; and MVR, mitral valve replacement.

» Reviewer’s comment:
we would be interested in considering a new manuscript if you are able
to expand the study cohort and include the patients who did not

undergo re-do surgery.

Suh YJ et al. Assessment of Mitral Paravalvular Leakage After Mitral Valve Replacement Using Cardiac Computed
Tomography: Comparison With Surgical Findings. Circulation: Cardiovascular Imaging, 2016 9(6), e004153.
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Verification Bias:

An Underrecognized Source of Error in Assessing the Efficacy of Medical
Imaging

Jonelle M. Petscavage, MD, MPH, Michael L. Richardson, MD, Rabert B. Carr, MD
Acad Radiol 2011; 18:343-346

TABLE 1. Frequency Table of Data Collected from Original Research Articles in Four Journals, November 2006—Qctober 2009

American Journal ~ Academic European Journal

of Roentgenology Radiology Radiology of Radiology All
Original research articles 1,004 422 1,043 500 2,969
Sensitivity and specificity listed as study end point (%) 24.7 19.2 249 37.4 26.1
Potential verification bias (%) 36.4 23.4 295 13.4 27.2
Bias acknowledged in discussion (%) 4.4 26.3 289 20 171

51

Verification bias

* Work up bias
» Referral bias

* Sometimes it is not feasible to obtain disease status verification
for all study subjects-costly or invasive reference test.

* High risk subjects may be more likely to have disease status
assessed.

* Analysis of only those with disease ascertainment can result in
biased estimates of the diagnostic test accuracy.

* Missing data exist in reference test

-
52
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Bias correction methods (1)

<Disease Verification is obtained

<Disease Verification is obtained for everyone> for all Test (+) but only 10% of Test (-)>
Vv D T =1 v D T=1
1 1 20 1 1 80 2
1 0 90 1 0 90 |81}
0 Missing 0 0 Missing 0
Total: 170 Total: 170

Full data 80/100=80% 810/900=90%
m m
Verification 80/82=98%  81/171=47% same same
biased data Overestimate  Underestimate

Discussion

Our study has several limitations. First, our study was
a retrospective study from a single institution. However, to
avoid bias in patient selection, CT images were blindly ana-
lyzed without clinical information of the prosthetic valve,
echocardiographic data, and surgical findings. In addition,
because only 38.2% of our study population (78 of 204
patients) underwent redo-surgery, the remaining 126 patients
were excluded from the analysis of diagnostic performance.
Therefore, the verification bias may be present and can result
in overestimation or underestimation of diagnostic perfor-
mance of imaging studies. Second. some patients may have
had mnae Analits: T n B 9

v oaffant the

Suh YJ et al. Assessment of Mitral Paravalvular Leakage After Mitral Valve Replacement Using Cardiac Computed ¢,
Tomography: Comparison With Surgical Findings. Circulation: Cardiovascular Imaging, 2016 9(6), e004153.
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Imperfect Reference Standard Bias
* MRA for Carotid Artery Stenosis

= reference standard: catheter angiogram
* Let, catheter angio has sensitivity 90%, specifcity 70%

catheter/ actual D D*
+ 90 (90%) 30
= 10 70 (70%)
A 100 100
* Let, MRA’s true Se = 80%, Sp = 60%
catheter catheter
MRA  + - + - MRA :“ e -
+ 72 8 12 28 » + | sbligm) 36
- 18 2 18 4 - Te3aale(s5%)
9 10 30 70 EE 120 80

v
]

SELECTION BIAS
Sample )
Loss to Follow-up
Disease Spectrum
Referral
Participation

Study Exam
Self-selection

Image-based Selection

Bias in Research Studies
-

TYPES OF BIAS DISCUSSED IN THIS REVIEW

INFORMATION BIAS

Recall

Interviewer

Verification or Work-up
Fallow-up or Surveillance
Response

Reviewer

Diagnostic Review

Test Review
Incorporation

Imperfect Standard
Reader Order
Measurement

Clustering or Repeated Measurement
Context

Publication

1 Radiology 2006; 238:780-789

Types of bias discussed in this
review.

w
5]
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Submissions to Radrology Our

Top 10 list of statistical errors ™"

. Radlology 2009; 253:288-290.

1.Consult a statistician during the study design phase to

review study size, the data to be collected, and the type of
analysis that will be performed on the data obtained.

2.Make sure that the size of the study group is sufficient to
JUStIf\/ the conclusmns you are reporting. Account for the
statistical po (or lack thereof) in your study.

2 Analyze all of the data from each step in the methods.
4, In a dlagnostlc performance study, be sure to account for

Top 10 list of statistical errors

6.Use a statistical test that considers clustering effects
when a study subject has more than one Ie5|on

y Use a statlstlcal test that corrects for multiple
comparisons, when a Iarge number of variables are
belng analyzed

D

8.Understand the interpretation of a P value.
9.Understand the difference between correlation and

alLlulall.

P=0.03
Does not mean that
there is a 3% probability
for the difference is not
significance

10.Report on variability in readers.
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Statistics in Radiology journal

RadioGraphics 2015; 35:1780-1801

I Statistics 101 for Radiologists'

1789

Arash Anvari, MD
Elkan E Halpern, PhD
Anthony E. Samir, MD, MPH

Abbreviations: ANOVA = analysis of varisnce,
ROC = receiver operating characteristic

RadioGraphics 2015; 35:1789-1801
Published online 10.1148/Tg.2015150112

Content Codes: 1S (50

From the Department of Radiology, Ultrasound
Division, Massachusetrs General Hospital, Har-
vard Medical School, 55 Fruit St, White 270,
Boston, MA 02114, Received April 13, 2015;
revision requested Mary 19 and received June
30; accepicd July 1. For this journal-based SA-
CME activity, the authors, editor, and reviewers
have disclosed no relevant relationships. Ad-
dress correspondence to AA. (c-mail: Awvar
arash(@mgi hartand.edi)

CRSNA, 2015

Diagnostic tests have wide clinical applications, including screen-
ing, diagnosis, measuring treatment effect, and determining prog-
nosis. Interpreting diagnostic test results requires an understanding
of key statistical concepts used to evaluate test efficacy. This review
explains descriptive statistics and discusses probability, including
mutually exclusive and independent events and conditional prob-
ability. In the inferennal statistics section, a statistical perspective
on study design is provided, together with an explanation of how to
select appropriate statistical tests. Key concepts in recruiting study
samples are discussed, including representativeness and random
sampling. Variable types are defined, including predictor, outcome,
and covariate variables, and the relationship of these variables to
one another. In the hypothesis testing section, we explain how to
determine if observed differences between groups are likely to be
due to chance. We explain type I and II errors, statistical signifi-
cance, and study power, followed by an explanation of effect sizes
and how confidence intervals can be used to generalize observed
effect sizes to the larger population. Statistical tests are explained in

u

©

Radiology Statistical Concepts Series

(November 2002 — March 2004)

Contents (Page numbers in PDF file)

Inroduction ... eemmtesseeressnanas e e ee s s s e emi s s e e s e &
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Fundamentals of Clinical
Research for Radiologists

AJR series

1. Introduction, which appeared in February 2001 13. Clinical Evaluation of Diagnostic Tests, January 2005
2. The Research Framework, April 2001 14. ROC Analysis, February 2005
3. Protocol, June 2001 15. Statistical Inference for Continuous Vanables, April 2005
4. Data Collection, October 2001 16. Statistical Inference for Proportions, April 2005
5. Population and Sample, November 2001 17. Reader Agreement Studies, May 2005
6. Statistically Engineering the Study for Success, July 2002 18. Correlation and Regression, July 2005
7. Screening for Preclinical Disease: Test and Disease 19. Survival Analysis, July 2005

Characteristics, October 2002 20. Multivariate Statistical Methods, August 2005
8. Exploring and Summarizing Radiologic Data. January 2003 21. Decision Analysis and Simulation Modeling for Evaluating
9. Visualizing Radiologic Data, March 2003 Diagnostic Tests on the Basis of Patient Outcomes,
10. Introduction to Probability Theory and Sampling September 2005

Distributions, April 2003 22. Radiology Cost and Outcomes Studies: Standard Practice

11. Observational Studies in Radiology. November 2004 and Emerging Methods, October 2005
12. Randomized Controlled Trials. December 2004

61

Thank you for your attention
e-mail: khhan@yuhs.ac
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Clinical Research Methodology Course - Intermediate Course

10:00-10:50

Room 2

Statistical modeling for continuous outcome

s &
MK}

Statistical modeling for

continuous outcome

- Linear regression analysis

MPB| Y EM(linear regression analysis): example

TABLE 2

Total Procedure Time and Dose of CT Fluoroscopy-gulded Procedures, by

Means of the Quick-Check Method

Subject x Data: Log Time y Data: Log Dose

No. (In[min]) (In[rad])

1 3.61 1.48
2 3.87 1.24
3 3.95 2.08
4 4.04 1.70
5 4.06 2.08
6 411 294
7 419 224
8 4.20 1.85
9 432 284
10 432 393
n 4.42 3.03
12 4.42 3.23
13 445 387
14 4.50 3.55
15 452 281
16 457 4.07
17 458 4.44
8 4.61 316
19 474 4.19
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MY H2M(linear regression analysis): example

=51 .51
> _ .l
24 s 24
o 2» 8
% 31 i <3
» o
2 oo 2
g g o §
14 o 1-
2’5 30 35 40 45 50 55 25 30 35 40 45 50 55
Log of Total Time (X) Log of Total Time (X)
Figure 3. Scatterplot of the log of dose (y Figure 4. Scatterplot of the log of dose (y

axis) versus the log of total time (x axis). Fach
point in the scatterplot represents the values of

two variables

axis) versus the log of total time (x axis). The
regression line has the intercept a = —9.28 and
slope b = 2.83. We conclude that there is a
possible association between the radiation
dose and the total time of the procedure.

for a given observation.

NYSIHEN
. AN
- YHEH2 ©|8o10 SFHA(S) FAHAMY MFE (AMTHE 2ot
Siot 241
« nie el oEty SEBe X, FESHS YO Y MEANE
X1, %2, X Wy, 5,0, 0,018 B 0 BRMPYARY2 L3 LS
Vi = Bo+ Bix; + &, i=12-,n
« 3 HH4(regression coefficient; By, B1)
- B, : intercept(y 2H), X=09 0 F&HL Y &
- By :slope(NE7), X #°l 8 H9 312 o, Yo Holdy
- B
- A &, 6,52 ME SEOIY, Fd2 0, 2N2 202 YAREE ME.
z, ui.:.;gﬂ S84 (independency), 5244 (constancy), ¥ (normality)
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& (simple) MIAUEN: HHP(By, B FF
Y d,
/r.ﬂi%

1 X

- I BEANAN IHAMMA] HEY(q;)2] HF2 BE HAZSE IHHLE FF 1
=2 N2 ME FFPH(LSE; Least Square Estimation)

TaM4L (Confounders)

Risk factor (X) Jesd Outcome (Y)

Confounder

+ &5 : positive confounder, negative confounder
» Positive confounder(PC)

fAgaoln 2FY 25 L2 YT2E IF2 OAlz FL
» Negative confounder(NC)

fAgacin 239 oA FP°l ME HIE 9T BL
- O} PCE BHEAl Rotd? MEY 3= AHFT
- 0%} NCE FA[GHAl RopB? LAY = AFT
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sRELe 3

fllo

SHIols 'SB

o

rr

d74NE Fo M
- APOHAA M7 B9l AT (inclusion, exclusion criteria )
- BT (matching): A28 Z& I 2§
- AMHESE 0 WY (randomization) : best of best !!!

SHAY Y2 8%tz YH
- 4% 2H2Y2 °1BA9 BN YH
MYLARY, ZALE oFEY, Cox2 HEAY 2HZF §
% QAW EUE FAHME ERES F¥E MM(elimination) &

Uil (exclusion) & £ AT, FHAEH ZYE ©|8%E= H2
7% (adjustment) &2 FA(control)dtE £ZF9 AYA B2,

o

Multiple linear regression analysis : Example

Primer on Multiple Regression
Models for Diagnostic Imaging ( WHY ARE MULTIPLE \

1 REGRESSION MODELS
Research USED IN DIAGNOSTIC
IMAGING?

This article provides an introduction to multiple regression analysis and its applica- Multiple Factors of Interest

tion in diagnostic imaging research. We begin by examining why multiple regres- T . E

sion models are needed in the evaluation of diagnostic imaging technologies. We .—\d]mtmcnt for Potential

then examine the broad categories of available models, notably multiple linear Confounding

regression models for continuous outcomes and logistic regression models for

blnary oulcornres‘ The purpose of !hli article is to elucidate llje scientific logic, kl Prediction I

meaning, and interpretation of multiple regression models by using examples from /

the diagnostic imaging literature. \

© RSNA, 2003

TABLE 1
Results of Multiple Linear Regression Analysis to Examine the Number of
Annual Procedures per FTE Radiologist in Diagnostic Radiology Groups

Variable Coefficient () Standard Error* P Value
Intercept (By) 10,403 2,154 .001
Academic status (X,) —-2,238 1,123 .05
Annual hours per FTE (X;) 0.43 1.1 .70
Group size (FTE) (X3) —59.7 32.5 .07
Proportion of high productivity
procedures (X )7 —4,782 11,975 .69

Note.—Adapted and reprinted, with permission, from reference 1.

* Standard error of the estimated coefficient.

T High-productivity procedures included computed tomography (CT) and magnetic resonance
(MR} imaging, and interventional or angiographic procedures that required more mental effort,
stress, physical effort, and training than did other types of procedures.
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2 M¥2H 2 (multiple linear regression analysis)

- MPIARYS O§IA £ Y O§° SPHASO A
FAHAY MYHOZ ¥y UNLA Tl st Yy

Q
« Ag2 FH
S 44 EEOESL 1 ZEBS 2 SRS k
1 M i Xy s Xp
2 Y, X2 X2 Xpn
n 1/” X .lq” }‘kn

CIEMEALTY &7

- S9N HY
- F&EHLE yE KUY SBHSFE XX, X, E HEWE
DEMFNEY2 O3 Lol EAE & AS.
Yi = Bo + P1X1i + B2 Xoi + o+ BrXii + &1
cue oy TR
- OAY g5, 5,2 ME EEOIN, BF2 0, BM2 470

i | —
YHBEE ME. (5EY, FRMY, 1Y)

% EEMAL o= M@A [PMO| ENSIA] Oojo} Bt
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olH2F #olY &7

- HYEAN
- g 2%
H,:p=p,=-=0=0 vs. H notH,
- EMEAN table ¥ HIYFUE
MER(SS) ARk B2 MEBMS) F*
Z|(Regression) SSR k MSR=SSR/k MSR/MSE
JtAH(Residual) SSE n-k-1 MSE=SSE/(n-k-1)
o SST n-1

F* ~ Fk, n—-k-1
- GNEY YRR )
F" o sigets p-value < 0.05

e 2HHeLe 32y H473
- APEA
- tg 8%
H,:p5=0 vs. H:, #0
- d838T
o B .
SEB)

- ONET AR(HBRNA 1Y)
1| of sjgkdts p-value < 0.05
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2
£
—
3
3
<
<
2
=
(e
@
i
=
ofo
ro
tot
-+
A
12

SEHAE BN B4 HAYHY HR) 2
AW MAIED WA S BP OO U L MY

BZMZF(reference category)® R (HFQl £-1)1H2 TtHEHSL Y

a BFe & r 31I1°I 32

u i

A Tt BAUSY o

r\j_l.

. xmgzlso“ |:||a|1 OE HFE9 F&HLT S04 ROt Ye

HO|FE AE, el JgTe] oot opd,

Al
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T4 Oipt BHHL oA

9 = Bo + B1X1 + B2X;

X=1;9x=1=Po+ B +0 X,

—7 i ~ ~
X=2;9x=2=po+ 0+ B,

X=3; Jxe3=Po+ 0+ 0

Bi: x =39 mEO| H3) x =19 FHe Yo HAFOI Ao|

B x =39 FHO| HS x =29 FE yo FEEQ Ao|

HEeAEN FoAR: N=NS dE

BHY, MY, a9 tigt HE . MARME °l§

- NMAH2AY FRFA: residual); v, — ¥,

TRt E(residual plot)E °©183t% MYLFZY F°l & REA| HE
1) &Re 22O ME WY HE | SEY, FEMY

2

o
5 ooy S
0= - a

(a) S o
2) BAte EEO| ME WE HE . FAA

-2

400
¥ o ' Normal probability plot (Q-Q plot)

L4
wl, e ¢t
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OE3HEN FoHE: Ci5FMY (multicollinearity)

- SRHAEI YN YRYO| ENGE B
-1

. 537 S8

BMLX)T HE SEBSEY 2% ol MFECHH?
VIF, = 1/(1-R?)
* VIF(Variance Inflation Factor; EMZOICIANT 10 ©|¥Q SEELE

OFsMye 287 Ko T

* CHEBMYe o Yol

- OFEMY0l RE BLE AAZTIN H2sto] 2N
- O33MY0 A= HLE “centering (X —X)" A3 240l X8 AIF.

2 MAES HET T R9Y factor® RE A7
* Outcomell Y RACIL Y HAE TE SHUL(S)A 2JZ BLE TN

« 4 B2 oS outcomeXt univariate analysis £%
- OFHEN| EBNT By MY
- HEpt S8 W29 WAEENY A= NAAE £9 1/10 Z2 1/15)
el YoM BAol AR My ME
- N&E9 outcoment Pt T} 23] AT HAHEA BHFS O & HMAS
ME(SHN [P FH8ROI)
- 2HY BN I, FHYNHoE foT By MY
- ME{E TH mAachlo] AbY moHCFEEMA o)
- HFHOE MEE H4SZ °|80 HFAURY ¥ ¥ IL Y
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Ci52lHEM - SPSS example

- 8439 TY HHY H

(3]

2A| A%M Emphysema Scores®

EJot &F, © O Lo, WA/TA, broncho® %, FVC, FEV19|
EA| TiefstuAr &,

Emphysema score®t MEO|

Lol WAITA broncho®{gt FVG FEV1 Emphysema score
59 0.756509 0 75 70 0.07
76 0.7743406 1 32 35 11.39
67 0.734191 0 62 47 5.56
59 0.718514 1 35 52 21.34
54 0.6979343 1 41 50 22.04
71 0.8081131 0 20 25 492
67 0.7683278 1 42 35 27.09
60 0.7820918 0 40 36 18.33
83 0.7414517 1 52 38 27.25
84 0.7541633 0 35 42 28.30

aNHd - GFAAEN

fnelyze  Grephs  Uities  Add-ons  Window  Help

Reports rFo%w W

Descriptive Statistics »

WS > bronchoH % Emphys

RFM Analysis » 23 Ij' 0.08

SRk * bes 1 1139

General Linear Model » % 0 556

Generalized Lingar Models b

45 1 21.33

Mixed Models »

Corrlote 5 a0 1 2203

Regression »| R Linear..

Loginear ¥ |7 ] Curve Estimation..

MNeural Networks L3 ,& Partial Leagt Squares... ]

Shesily = B Binary Logistic..

Dimension Reduction 13 R, Muttinomial Logistic. '

scale o R ordinal... .

Nonparametric Tests » v&i Brobt...

Forecasting » 3

Survival » "'5' Bloniinsar... |

i s o R eight Estimation... 3
7 Missing Value Analysis. fl; 2:Stage Least Seuares... 4

Muitiple Imputation > Optimal Scaling (CATREG)... 1

Complex Samples b hog 1 14.04

Qualty Control » ba0 0 BA7!
B a7 1 9.07

i Linear Regression

Dependent:

& gz | _*__ & Emphysema
L
Block 1 of 1
& Ul -
& WRiTA [VATA] via Next
&J branchol TRaEpendentisy.
Frve & Lol =]
& et E & wamawaTa) B
& broncholi 2 =

Method

Selection Yariable:
I
Case Labels:
|

o] e | J v |0 ]

[ Statistics...

Plots...

Options

-41 -




Clinical Research Methodology Course

SN

ELEER

Linear Hegressi

Regression Coefficient [¥] blodel fit

e

[[] Canfidence intervals | ] pescriptives

[ R squared change

[ ] Part and partial correlations

I linearity ﬁagﬂuslml

[] Covariance matrix

[ ] Durbin-¥atson

[] Casewise diagnostics

/ml Cancel J[

Help ]

£ Linear Hegression: Plots

Scatter 1 0f 1
*ZPRED —

*ZRESID bed
DRESID —E

*ADJPRED Bd ‘ |;ZRES|D

*SRESID -

*SDRESID - ‘ ?ZPRED

Standardized Residual Plots

[ ] Histogram

[ml Cancel H

[] Produce all partial plots

Help

J

'I:III_I. . |:|.7<§|_'I|_II:II\'I
= . <) =1
Model Summarny
Made Adjusted R Std. Error of
| R R Square Square the Estimate
1 7622 981 .08 8.451969297
E0%

?vléredidms (Constant), FEV1, broncho{ £, WATA, Lt0|,

ANOVA®
Sum of
higdel Sguares df hean Square F Sig.
1 Regression 2773528 i} 554.706 7.765 .0o0?
Residual 2000.202 28 71.436
Total 4773.730 33
a. Predictors: (Constant), FEV1, bronchod &, wiama, LI, FvC
b. Dependent Variable: Emphysema
Coefficients®
Standardized
| Unstandardized Coefficients | Coeflicients Caollinearity Statistics
Model B Std. Error Eeta t Sig. ) Tolerance WIF
1 (Constant) 160.368 52.837 3.035 aos
LHI -.056 233 -.034 -239 813 732 1.366
WAITA -182.953 £8.592 -.360 -2667 013 223 1.216
bronchoOf & B.251 3.196 247 1.956 061 940 1.064
FVC 7.837 2488 574 3150 004 450 22
FEW1 -17.386 3.258 -1.059 -5337 000 380 2831

a. Dependent Variahle: Emphysema
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HIF - Fay H
=4t - E3HEN
Normal probability plot Residual plot
Dependent Variable: Emphysema Dependent Variable: Emphysema
10
= g Y
3
051 H g ;
11 (1]
2 n‘: Coun ° o0 °
[+]
gﬂﬁ' % N . [4] (1] , .
0
: 3 %9 ¢ © 0
§ & ® “oo0o 0
304- I Ea o O
2 8
w W
0] E'Q'
o
4
A
00

Observed Cum Prob

Regression Standardized Predicted Value
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11:00-11:50 Room 2

Statistical modeling for binary outcome

s &
MK}

Statistical modeling for

binary outcome

- Logistic regression analysis

Logistic regression analysis : Example

Pulmonary Embolism at CT
Angiography: Implications for
Appropriateness, Cost, and Radiation
Exposure in 2003 Patients’

| Radlology: Volume 256: Number 2—August 2010

Purpose:  To determine whether thromboembolic risk factor assess-
ment could accurately indicate the pretest probability for ResUlts:  Overall, CT angiograms were negative for PE in 1806
pulmonary embolism (PE), and if so, computed tomo- (90.16%) of 2003 patients. CT angiograms were positive
graphic (CT) angiography might be targeted more appro- for PE in 197 (9.84%) of 2003 patient % were Emer-
priately than in current usage, resulting in decreased costs gency Department patients, and 13.46% were inpatients.
and radiation exposure. Of the 197 patients with CT angiograms positive for PE,

Materials and
Methods:

Institutional review board approval was obtained. Elec-
tronic medical records of 2003 patients who underwent
CT angiography for possible PE during 1% years (July
004 to y 2006) were reviewed retrospectively
for thromboembolic risk factors. Risk factors that were
assessed included immobilization, malignancy, hyperco-
agulable state, excess estrogen state, a history of venous
thromboemblism, age, and sex. Logistic regressions were
conducted to test the significance of each risk factor.

192 (97.46%) had one or more risk factors, of which age
of 65 years or older (69.04%) was the most common. Of
the 1806 patients with CT angiograms negative for PE,
520 (28.79%) had no risk factors. The sensitivity and
negative predictive value of risk factor assessment in all
patients were 97.46% and 99.05%, respectively. All risk
factors, except sex, were significant in the multivariate
logistic regression (P < .031).

Conclusion: In the setting of no risk factors, it is extraordinarily un-

likely (0.
for

% chance) to have a CT angiogram positive

s selectivity and triage step should help reduce
current costs and radiation exposure to patients.
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Logistic regression analysis : Example
Frequency of Specific Risk Factors in
Patients with CT Angiograms Positive
for PE
No. of
Risk Factor Patients  Percentage
Age 65 y or older 136 69.04
Immaobilization 106 53.81
Male sex 100 50.76 Table 6
Malignancy 73 37.06
Prior PE and/or DVT 28 14.21 Multivariate Logistic Regression Analyses and PE Odds Ratios
Hypercoagulable 16 8.12 Odds Ratio
state
Excess estrogen 12 6.09 Lower 95% Point Upper 95%
state Risk Factor Confidence Limit Estimate® Confidence Limit P Value!
Immobilization 4.08 5.05 8.68 <.001
Hypercoagulable state 5.94 8.42 11.93 <.001
Malignancy 1.05 1.75 2.80 <.031
Prior PE and/or DVT 3.56 7.56 1593 <.001
Excess estrogen state 1.77 3.63 745 <.001
Aget 1.16 1.67 241 <.006
Sexs 0.95 133 1.86 <A
* The point estimate is the odds ratio that determines how much more likely a PE is to occur.
1 A difference with P < .05 was considered significant.
4 Coded with score 1 for age 85 years or older and score 0 for age younger than 65 years.
§ Coded with score 1 for male sex and score 0 for female sex.
AN A'|I.(Y)'||- OII:I%(QII 0 1) NAO] "HO
e
s&dT [ ; 0,1) B4 8%
<Yvs X MHE (n=120) >
X Y
1 0 1 4 1 4 5 F F TN T 5 T 2
s & 8 s & & & B & 8 & & @
1 0
2 0
2 0
3 0
17 1 2 2 53 6 3 2 7 4 4 2 1 1
LI ] " & & 8 & 8 8 s @
18 1
18 1 L L ) ) ) L
19 1 1 2 3 4 5 6 7 8 9 1011 1213 14 15 16 17/ 18 19 20
19 1 il X
Xt Yo BUE MyNoz EMT| og
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P(Y=1) vs. X MEEL

exp = exponetial = e = lim

n—o

1 n
(1 +E) =2.718281

1

P exp(-(B, + A}

LN

logistic response

it

X | ¥=1] v=0 | P(Y=1)
1] 0 2 0
2| 0 2 0 P
3| 0 5 0 "
4| 0 3 0 08 |
5| 1 6 0.14

— 0.6
9| 5 1 0.56 047
0| 7 4 0.64 02 b
n| v 2 0.78

ol

18| 2 1
19| 2 1

123 456 7 891011213 14151617 18 19y

-l S

G
i

ENAE LY
ogistic regression model

In (ﬁ) = In(odds) vs. X MEE
% | Py=1) h{%}]
1 0 mﬂiLJ
2 0 l1-p
3| o :
1 0 2.5
5| 014 | -1.82 1?
1
::> 0.5
9| 056 | o024 ol
0] 064 | 058 P
1| o | 127 al
=1:8
=2
18 ] -25
19 1

12 13 14 15 16 17 18 19

X
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=A|AE 9| EM(Logistic regression analysis)

opi
B

T £ W2 BF(CIZY; binary)2 F¥EH= 8¢

. BAAE HZHA: pop(r=1)= 1
I 5 tooT. P P(Y 1) 1+exp{—(Bo+LF1X)}

- ZA|IAF 2H2Y

P g
0dds = — = —=ECCRADL_ — exp(g, + f,X)
" 1+exp{-(Bo+B1X)}

= In(odds) = In (%) = logit(P) = In{exp(B, + f1X)} = By + f1X

™~

log.e®* =a

Lo -x 1t 02 O AHHO| 2O In(odds)
pr a7t 8BSl S I AFHO 2O1E In(odds)?l T /UE

ZA2AF JAEN ;AR (E) FB

o HOjQEFFH(MLE; Maximum Likelihood Estimation) ©l&
- £k (Likelinood): 2HEFZ 8% FEHLE A5Y HE(HFY)
- B-ERA: LA, )= Y1 In(p)+(-T)Ind— p)]

- BT RN 2 (X -p=0, 2 X (¥ -p)=0

= YT FYAN® SDBBH(GHHS]) K22 FONA F2.
= Fisher-scoring method == Newton-Raphson methodZ
ojgsio] 4R HE2 5N E2I-9EHL RS [Y HY S

IHUsT 5 7B
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3114 ()2t Odds Ratio(OR)S |
+ Qdds Ratio® 79

- 0Odds

Po X=08d0y=1°EH2
OddSOZ = ol ol = =
1-py X=020Y =0°82E
X=120y =192 &8
Odds, = -2 — = il
1-py X=180y=0°EZE

- 0dds ratio

_0ddsy _pi/(A=py) _exp(Bo+F) _ exp(f;)
Oddsy _ po/(1—po) ___ exp(Bo) !

OR

+ 0dds Ratio®l M 95% M=t

exp{f; + 1.96 x SE(f,)}

5 ENAE HHEN

- 0% =ALE 94EY

- YHEEY RAY HT

- Vo H,:p=p,=-=0=0 vs. H :notH,

G* = _2(L0 _Ll)”“ Z.’?

- SAETY AXN(FRTMA 1Y)
G* 8338t p-value < 0.05

p .
log (Tp) = logit(p) = Bo + f1 X1 + B2 X2 + - + B X

- HISHE : EH HE FHH(Likelihood ratio test statistic)
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HF ENAY SHEN
- T2 AU 8T

- 8 H,:p.=0 vs. H:B#0

- HEFHE . 2t HEFHF(Wald chi-square test statistic)

2

W{ ﬂi J -
SE(f)

- YNTE ARFTNE U

W %i33= p-value < 0.05

2RI YHEN KN FoIAY

- SEPHLENS AHY(multi-collinearity) HE

. NEet BE 37 @ 54 W4

o ME NHE 2Y HIEO 10% oY Fft HE

ohl
p
rE
-
lo
re
1]

- '"The rule of 10 events per parameter" by Peduzzi et al(1996):

Eg8H2° |42 < {min(no. of events, no. of non-events)}/10
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2N08 SHEY MW TN

oy S

Bt 2| cell®Et: 0921 HL odds ratio oACl ':'ﬂ
RA)ZL 002 FFE

I,

(3]

1 0 1 0
i a b OR = axd 1 0 b OR = O0xd
0 0 | d bx0 0 c | d bxc
- OI4Y ZEHLY AW 2= (complete separation)
- a% SEWAS SFY e FACE FAMAY HFT LY
FREE FR(IB 50, A0\ 604 ¥ BT FO| U7

60M ”IFJ°IE D5 YO 8= AF), 2AMHS WL
EMIA| B3

1
=60 a
<60 0

T FRAT

- O|2% SEUETY FSHS MY 2X2 table®IM
L = 8L =L -
in0] H E 1 I. 00| 'g o
odds ratio® & ol 8%
Model Summary
-2 Log Cox&SnellR | Nagelkerke R
Step likelihood Square Square
1 69.315° 350 518
a. Estimation terminated at iteration number 20 because 20, o
maximum iterations has been reached. Final solution Classification Table
cannot e found. Predicted
Y Percentage
observed 0 1 Correct
Stept1 Y 0 50 25 66.7
1 1] 25 100.0
Overall Percentage 75.0
a.The cutvalue is 500
Variables in the Equation
95% C .for EXP(E)
B SE Wald df Sig Exp(B) Lower Upper
> Step1® X 21.203 | 5684.147 ooo 1 997 1615474523 000
Constant -21.203 | 5634.147 000 1 9a7 To0
a. Variable(s) entered on step 1: X.
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2|(complete separation)

HI

§5% =gHESOUN 2T
L

Model Summary
-2Log Cox&SnellR | Nagelkerke R
Step likelihood Square Square Classification Tahle®
1 .000° 745 1.000 Predicted
a Estimatiunlarm_\nated atiteration number 20 because Y Percentage
maximum iterations has been reached. Final solution Obsan ] 3 Correct
cannot be found.
Step1 Y 0 40 0 1000
1 0 30 100.0
Overall Percentage 100.0
a.The cutvalue is 500
Variables in the Equation
95% C.|for EXP(B)
B TE wald df Sig [ En®) | Lower | Opper
Step 1 X 24411 632.334 001 1 969 3.997E+10 .0oo
Constant | -1452.475 | 37624.971 .001 1 969 000

a.Variable(s) entered on step 1: X.

=AAE IYEM : SPSS example

-« RYFUOOiR MET EBY Z2TE AR 33089 AFOUIN AFTHY &
%2 T (diagnosis)dt M QIRE HISIA T,

D Age symptom size  FElasticity Ratio BI-RADS category Diagnosis

1 36 1 14 8.93 1 1
2 36 1 28 12.98 0 1
3 52 0 6 13.15 1 1
4 53 1 33 14.82 0 1
5 70 1 21 10.96 1 1
6 28 1 13 10.95 1 1
7 45 1 9 9.156 1 1
8 45 0 11 717 1 1
9 45 1 20 11.07 1 1
10 52 1 5 2.96 0 2
324 43 1 5 1.63 1 2
325 53 0 8 1.43 1 2
326 53 1 7 1.70 0 2
327 44 1 11 2.88 1 2
328 40 0 13 3.70 1 2
329 38 1 16 412 0 2
330 47 1 17 2.53 0 2
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AN - BAAE YL
= —_ - —= =1
itics Data Editor
' Analyze Graphs Utilities Exensions Window Help
- Reports 3 j Al (2
3 - g == ﬂli' a & R Logistic Regression x
Descriptive Statistics »
_|  Bayesian Statistics 3 _ Dependent.
& Tables y ol & elasiticity_mean & elasiticity ?ID ak & Diagnosis
B Age TOocRTOTT
—  Compare Means ] u ams | symoum
General Linear Model » 28 158.4 f size
Generalized Linear Models » 5 187 & elastticiy_Raio Covariates:
& BLRADS_calegory Age
Mixed Models ¥ 3 153.7 ’
symptom
Correlate b 21 1216 @ el
Regression ’ |5 Automatic Linear Modeling.. | . elasiticity_Ratio
Loglinear 3 E e BI_RADS_category =
RN > Curve Estimation. . K Method: |Enter b4
Classil 3 :
1y [ Partial Leagt Squares... | Selection Variable:
Dimension Reduction 4
[ Binary Logistic...
Scale » I
Tum: Togisc.-
Nonparametric Tests 3 L) i
Forecasiing » E ENtih
Survival v | Bl prodit..
{1 PS Matching [ Nonlinear..
Multiple Response » | 7 Weight Estimation...
[EZ Missing Value Analysis... E 2-Stage Least Squares.
Multiple Imputation » Optimal Scaling (CATREG)...
Camnlex Samnles v 2 Bl

UNTHN : ZRAE RN

&8 Logistic Regression: Options X

Statistics and Plots
[] Classification plots | Correlations of estimates
[] Hosmer-Lemeshow goodness-of-fit [ lteration history

[7] Casewise listing of residuals IZ;F'!C[T exp(B); (95 % I

@

®

Display
@ At each step O Atlast step ‘

- Probability for Stepwise Classification cutoff
Removal:

7] Conserve memory for complex analyses or large datasets

Maximum Iterations:

[+l Include congtant in model

I[gnnﬂnue]l cancel || Hep |
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24t EAAE o EYN

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step1  Step 416.242 5 000
Block 416.242 5 000
| model 416242 5 ooo |
Variables in the Equation
95% C.Lfor EXP(B)
B SE Wald df Sig Exp(B) Lower Upper
Step1*  Age -123 .081 2280 1 RE] .884 754 1.037
symptom 915 1.925 226 1 B34 2498 087 108.603
size -.020 88 o 1 918 .980 679 1.416
elasiticity_Ratio -1.965 493 15880 1 000 140 053 .368
BI_RADS_category 4.042 1.632 6136 1 013 56.959 2326 1394.994
Constant 11.923 5.876 4117 1 042 150648.995

a Variable(s) entered on step 1: Age, symptom, size, elasiticity_Ratio, BI_RADS_category.
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Clinical Research Methodology Course - Intermediate Course

13:10-14:20

Room 2

Fundamentals of survival analysis

71 M

a0 -

2
MEOpHE

[E¥e)

Survival (time to event)
Analysis

IR
Fundamentals of survival analysis 1/88

A =Y

Continuous Linear regression
Y=Ut+ﬁ1x1+ﬁ2xz+€

Generalized additive model
Y=a+fi(x)+fa(x2) +¢
Binary Logistic regression

PY=1) ) _
lo {m}—a+ﬁlxl +ﬁ2x2

Survival Cox PH model
h(t; X) = ho(D)exp(B1x1 + f2x2)

Fundamentals of survival analysis 2/88
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MEL Mo 7)Y at X2 e
MESo| J1H Tt WEES0| Hol
MEXI=O| 2%

Life-table methods (%4 & B)
Kaplan-Meier analysis (product-limit method)
dAF 7t dEE S B 4&7(7H e[
Log-rank test (21=% #Y)
dEE0 &2 0X[= 22=EH
Cox proportional hazards model with time independent

and time dependent covariates
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MO B3 0 (M X) E= 1 (UM 0)2 Y

UMY XUS ZE ARCNAE FH BRI L)
LMOILt THY =2 WHS Mo A0 Aol EES AlZte]
B2 BMSE Y
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YEX=RS| o]3l (2)

MZE7|ZH. Y D2 SRI7F A AMAS dEs
dES 717

SIS A7 AR £ H|O

b
Al
-
g
Ral
HU

ol 7| M7IHK|

f/u Ol E2/ B2l 42 HAEH AIZE X2 0
aiEdst=0|, O] & St AtA0| 2 lSHE E 20 interval
censoring O|2} otCt (A& 2 f/uel EeH)

YEX=S| O]3f (3)

Calendar time (a) vs. survival time (b)

(a) (b)

start of study end of study

| —— -9 R —
2 —3 2—
3 —=--9 — M t-©
[ I | I
2000 2005 2010 0 5 10
calendar time

survival time, t

John Fox. Introduction to survival analysis.2014

Available from: http://socserv.mcmaster.ca/jfox/Courses/soc761/survival-analysis.pdf
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& = HTHCensoring) - 2HHS 9| (random) H 4

“non-informative” censoring
> Censoring2 A|{7H0| &2 HEO0SeF F2t
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Censoring2 ‘4 E0 20 Cis =& &
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A =SEA
oL—oT
T YEA LS UEHHE ZEHS
t S AlZH
MZSHA BIX}T) t A|ZH O|AF MZES slE
tA| &R Q) RZF MESE 0| =X Z}

S =PT=t

S =PT>t)=1-P(T<t)=1-F(t)
F&)=P(T<t)=1-5()

o oles
HEUCHS

dt dt dt
| fundamentals of survivalamalyss " izjs |
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R(t) = — B = — L {logS ()}

S() = exp{— [} h(0)dx}= exp{-H(D} *eiges
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(=)
WERRO| Q% - FHYUEZE T

DA (parametric)

I
on

$E2T QOERE BEI-MAEE 2-2X|AEE
(o]
(=]

M=ol chet 2H &0k 245t=0 29 HE8&

H| 2 %=X (non-parametric)
NEE MO 2 St ATR0N T2 mel

MHHEY (life-table method, actuarial method, Cutler-Ederer

A F=H8Y (product-limit method, Kaplan-Meier method)
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2= t) =Pr(T>1) /[ S EETE (Censored) ]

OEOOED ==
4 1

45 0

/ 10 1

Event ‘2 20 0
(4/6:667%) 24 1
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Kaplan-Meier 4t
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CHg) =71 4Ex Y% Alxt 28 MEX} BE FHYES
@ @ ®@=0/@ ®=1-0 ®
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14 3 1 0.333 0.667 0417
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24 1
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Kaplan-Meier =4

100
|

. z g
1yr survival rate _3 %
wé\
&g
% o‘jn'_c‘E
5 50%
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2 Median Survival Time
o ~a
T T T \
4 10 14 24
Time after Transplatation (Months)
Number at risk 6 4 3 1
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£ T O 40IMC| WEE H|D

25X (parametric)

Likelihood ratio test

H| 2 ==X (non-parametric)
Log-rank method (generalized Mantel-Haenszel method)
Gehan's generalized Wilcoxon method
Tarone-Ware test

Peto-Peto test
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A dE A

a8 1 [, Ny;-Dy; N,
g2 B Ny; -Dy; Ny;
A D, N;-D; N,

Ny, Ny, DZ7F 18 E[0] At 7HE5HH
D~ X 7|8H2 X (hypergeometric distribution)
B & E(D;)=E;;=N;; D, /N,
HA V(D1.):V1. _ NiNx D(N; - D))
I I = N

1
T>x2 AKX, 271 214
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2l-=9 4882 4 AMFHUAM 22 71K E =L (W, =1)

A

{ZW;'(DU - El:)}2

CH ot
Aol 7| AHO|0f 2Ot B2 HZSSE & A
Number at riskOf| H|z{|
Gehan (Wilcoxon)2| &t

w, =N, /(N +1)

Tarone-Ware2H#

w, =[N, (N +1)
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O|H|: 2HA&-& E Sk coronary artery disease)S %1 U=
—eluting stent (DES) & ! Al& At}

i
)
Off
2
H0
ot
>

coronary artery bypass grafting, CABG)
etXtol o = H| W A American Journal of Cardiology,
2012,109:1548-1557)

2tXtO| 0|2 E AlEA|EEH adverse event (DAY, @composite

outcome : death, Ml or stroke, @& "FIH*”*A)  y 45.:1%*

A= A|HE on-set time 22 18])
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YEXR EM ofHI(SPSS
O L = =1
I—|
SEhoj%
Af':”' 1
s x—l |:|- =0
. A= I_
Coronary artery disease 2tX}Q| 4 EXLE
Y ol=a0l YEAZHE)
— —
_f ) ] Y Y 3y
D l X DM age Sex BMI | HTN SmakinngeathMlStoke_du DeathMIStoke
.
1 T g T P 1) 11} 173 )
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3 1 1 71 1 25 1 0 1.677 1
4 1 2 88 0 23 0 0 3.962 0
5 0 2 83 1 22 1 0 2.049 1
6 1 1 44 1 25 1 1 5260 i
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Log-rank test Of| X|(SPSS)

Ml = H|I: SYNTAX scoreO [}Z adverse event rate H| il
(low: <=22, intermediate: 23-32, high: >=33)
- SYNTAX score &0 2} AE rateQ| X}O|7} Q&=7} 2
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& Rev 5 ) ozsAzs=ap [(e==aze g=up)
| gel ]W MEBR) | 02 AELE(F) 02 AZ2 USE(R)

=) 52 =82
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S bl
1 2 3
Syntaxgr | FOIRNESE | RAUES | HOINS2E | RARS | H0IAS2F | RAAS
Log Rank (Mantel-Cox) 1 8.979 .003 .004 851
2 8.979 .003 2624 105
P
3 .004 951 2624 105
Breslow (Generalized 1 9.907 .002 .080 J77
Wilcoxon) 2 9.907 002 2.367 A
3 .080 a77 2367 124
Tarone-Ware 1 9.578 .002 .034 853
2 9.578 .002 2.499 A14
3 .034 B53 2499 14

«  Grade 1 3} 22| AEE2| X}0| 82| (P=0.003)
+ Grade 1 2f 32| AEE2| X}0|&= [2ITHXA| %& (P=0.951)
+ Grade 2 1f 32| AEE2| X}0|&= F2THA| ®E (P=0.105)

- CHEH|LO| o3t 15 2 F(type | error) S7H2 27| 2l |2l
0.05/3=0.016 At-&(Bonferroni correction)

© B9 4F 0.0160A grade 1 vs 2 ALO|2] AEE2| R2[%H A}O|7f AU
grade 1 vs 3 &=+ grade 2 vs 3 2 F2|3t X10|7} UCtD & =+ §1 S
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MEXIR &4 o

Purpose To investigate differences in VDT (Volume Doubling Times) between the predominant histologic
subtypes of primary lung adenocarcinomas and to assess the correlation between VDT and prognosis.

100%
g 5%
i
S
w
@
'g 50%
@
@
o
2
O 25%
P<0.001
0% — VOT <400days == VOT 400 days
o 12 24 36 a8 60 T2 84 86
Months
Number at risk
51 3% 2% 18 8 6 2 0 0
s197 8 786 % 15 7 3 2 1
0 12 24 36 48 60 T2 84 86
Months
Figure 4b: Kaplan-Meier curves for di free survival. (a) Kaplan-Meier curves for prognosis-based subtype groups and (b) for v

olume doubling time (VDT) class (<400 days and 2400 days) are plotted for the survival analysis of 148 patients. P values were obta
ined by using the log-rank test.

Radiology. 2020 Jun;295(3):703-712
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MEXIR 24 0

Purpose To develop and validate a preoperative risk scoring system using clinical and CT variables to
predict recurrence-free survival (RFS) after upfront surgery in patients with resectable PDAC.

100% P < 0.001 for favorable vs. intermediate
P < 0.001 for intermediate vs. poor
®  75%
z
=
@
"
2
T 50%
-]
€
13
5
]
= 25%
0% | Fawomble =~ intemediate =~ Poor
[ 1 2 3 4 5
Years
Prognosis group Number at risk
Ve 54 40 30 26 1" 0
Intermediate 150 60 42 32 13 1]
P 58 7 4 4 3 0

Figure 3a: Graphs show recurrence-free survival curves of three prognosis groups based on risk score in (a) development set and
test set according to CT interpretations of (b) reader 1 and (c) reader 2.

Radiology. 2020 Sep;296(3):541-551
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B =7 (parametric) &
- ME AZEMoO] CHel &
- 2k BERfO| AZEA|ZH ME

=1 =

H
=
2 (semiparametric) & &

HR L
dE AlZtol| ciet §8 22& 02| 7H85HA] B=Ct HAl 7™
22x)S2 220 tioiA 538 HEE 7138

A A

= H[2| 2™ 23 (Cox proportional hazard(PH) model)

h(t: X) =xp(81x1 By o+ Byxy)

Linear in the X's

Baseline hazard function (7| X /&)
2E X240| 0¥ Mo Pt
Fundamentals of survival analysis 41/88

Hg ¢le =2
(Cox Proportional Hazards Model)

Qe =2t &9l (risk factors) AHO|Q] ZHEHM S

=
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Hazard Ratio 4|t

% 7ll hazard rates@| H|(ratio): the hazard for one individual
divided by the hazard for a different individual

—  h N h(t)e s YB(x*~x)
g = PEX) e =
h(t, X) YI6%,

O7|1M Xx* 2t X & 2 EXo| #5E fead
of, x*= %y, X¥ge X5p), where X*, =1 for DES group
P = X5, Xp), where X; =0 for CABG group

HR = exp|G,(X; — X,)] = exp[3,(1—0)] = exp(8))

Fundamentals of survival analysis 43/88

Hazard Ratio ol A

HER >1, DESEHAHX,=1)2I= 0| CABG BHAH(X,=0)2| I 2t =Lt
HE <1, DESEHAHX,=1)9I & 0| CABG £HXA}(X,=0)2| Y= 2Lt STt

HR =1, DESEHAHX,=1)Q/ &2 CABG EHAH(X,=0)2| Y&}t ZC}
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H| 3| 21 & (Proportional Hazards)

i h(t) 1

X* vs X)

c-hy(?)
t 0

Iy (1)
0= £l HRE constant (not dependent on time)

Hazard function for one individual is proportional to the
hazard function for another individual, where the
proportionality constant(c), which does not dependent on

time.
CR(ELXY) = cxA(LX) |
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Cox PH 2| H 2% Of H|

TtEHZF 2A (Univariate analysis)
A& 80| (2 hazard rate H| W

SYNTAX gradeOf [}Z hazard rate H|ul
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e e .
=) Of| &| (SPSS
Cox PH 2|2 (Uni.
H A Al ZE = -+ &
- 24 > MEHE > Cox 272¥
MEF) WHE) =I(V) CoIED) AT =S4(A) CHOIHE OBFM 22HE(G) FEAEY ZHW)
= F : 2DM(P e i
SHOM e~ Bl = EBLE 00
- | lEEAE
du |DeathMiStoke  Dsath_du | Death ||R :F‘UI_’tM) i e v e DM_INSU x || Pre
| pagiel BTH »
) 1 932 1 YurHsEasG) » | 010 0
“u_ a4 0 4414 il yuwedE ougy | i
5|8 [ 5.408 0 o 123 0
s [} 4000 o B8 28 oo 0
7 129 0 6129 0 HAEH(C) 3 112 il
| 6 0 5356 i &R EHR) v | ofna il
49 o7 [ 7195 o asmEs | O 0
50 % 0 4576 0 N L™ i
5 o1 0 4301 il HIIW) | olpis il
- 0 5510 0 ER2MY 3 0/NA 0
53 2 0 6321 il 2% 24(D) N il
54 |4 0 8214 i R |1 il
5% 526 0 5526 o 1/NA il
~m % i 4625 o H2=2BMN  r [ gna 0
57 e 1 5775 i ol Z(T) ! il
: ;2? ? g;;ﬁ ? HERB(S) b ESREL.
o %o o em o CBSEY | EKaplanMeier $E2H(K)
6 153 0 5153 o | EEEUENY). Cox 8|7 DH(C)
2 n 0 4611 0 CHE GhElm) B = E—
— e . oo 2D | EARES CxEADY()
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& Cox 3| AHEE

Al2H): W =8l (C)
& TX |# DeathMiStoke_du =
. o cap |
& age R
e )
#BM : &
i EEIGE | AR RUE U
& Smoking e
& Death_du Ol 3 (V) e ®=eds)
& Death BH(A) O el (V) ollAH(T)
& Rev_du = — O 0l2] ZHL):
& Rev ZIHA)
& Rev.sim >a"b(A)> T =
& Hypercho X HErIC)
& DMDuration gaw (29 HIH(R)
DM FEa A (A
&Pre_PCIx U [ = | A= l 52 ] =52
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v Cox 3|2 &

Al2HD):
#10 o [8F¥0. |
& TX A |d’lswke___du |@
& DM Sl el AES).
& age |DeathMIStoke(1)
5 s,
plliu rEE1CHA1
& HIN
& Smoking 0l = )
& Death_du
& Death
& Rev_du @
& Rev >§ﬁb(m>'
& Rev.sim
& Hypercho 2 M) E) (= TR D o [ - —
& DMDuration ol @ B)2l CHC)[95 ~ %ol 3ol 2 25 T8 J'HIJ'l )
& o ~ asu{(@geEeico)gE ] £z |ZYEr[o5  |MAERK[10 ]
2 Dro DO id O &Rt 'é,“—ﬂ-fll(_)
DEFEE
b= | A2
“ww e £ OIS 44 ()

C2IE4 Iige=s BAI(B)
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O ObAIZE S0l (L)

]
o 7pHE M. TX=0(CABG) HZHZF MH

A ZHY)

£

&TX
& DM
& age

. Bz | ssuo

& BMI =

& Smoking oI W) iigi

& Death_du 2uzA)

& Death Q

& Rev_du i TX.

& Rev .

& Rev.sim

& Hypercho ey (RS

&a DMDuration i rChel HF'FJI
& DM_INSU x ASAHAY chel(Ny [ZARE ~ | erRaim]
2 Dro D(™lv I—

AFYE QOHR| g”
Wwiﬁ
(2] 22 |=s2
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B~ malln
& Zat (SPsS
Cox PH 2| #H 2 Z1} (SP
Ao~ HEl B2
N HaE BF pg LT

24dHs HOI2 AT 43 14.3% = 0

SE3E 257 85.7% v 0 Y 0

@3 300 100.0%

1 209

EE EVES =2F 0|2 0 0.0% —

S0 NS 2EAHOIA 0| o00% a BFHaI

ASUA HZ 22 A 0 0.0% b. ZAE M40 28

O|&EMTY EE2E

E [V ES

1 il s « ™XE F e s=&oja2
an S reference coding=0

a. S5 B 5 DeathMIStoke_du: DeathMIStoke_du
gZANo B
| Exp(B)0H [ 2 95.0% CI
B EF2d% | wad | IRs | ®oms ||Ee@) [ = a3

T -623 307 4102 1 043 [ 537 294 980

> TX=1(DES)¥ [ TX=0(CAGB)0| H|3l{ hazard ratio= 0.537H], = DES= /&
2 46% M W& (P=0.043, 95% Cl for HR = (0.294 to 0.980))

Fundamentals of survival analysis 51/88

|
- Qe HEY HaTL M +=E(0[4)ol=HE..

" Cox B HESH

@ DNDUETen 2 il

&DM INSUx | | |® | DeathMiStoke_du

& Pre_PClx AENE (S):

& COPD_modt. .. ~»

g CEEx 212 28(C) Hxy BERT)

& cerebrovasc.. ==

&FVDx ER Synta or ZAI (R )

& Renal_failure x ol F () =

| &)

& EuroScore — E

& B ©

SEF @ Syntax,gr(Cat)

& LM x - :

SOSINTAX sc. |l (BERBE) |

amoose | wuw B —_—
& total_obxx = r Chel B2l 1
& PROX_LAD X K| EH (A CHBIN): | BAIRL =

& Syntax.gr - HEY= 0 0tR 2

| am I =20 =3
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BFE s 31 HZ#F(grade=1) THH| grade=22 i 1 S7}
B (1) 2
syntax.gr” |1 178 0 0
2 86 1 0
3 36 0 1 | =" F(grade=1) CiH| grade=3L [ 1 7}

a. 2 &= Syntax.gr
b. EAIE It240IE 22

LIRS
Exp(B)0Hl [ 95.0% ClI
B 2F2H | wald nRE | Rouss | ExpE) e Az
Syntax.qr 9114 2 010
B = 0| Syntax.gf(1) 930 32 8.379 1 004 2535 1.350 4758
B 015 Syntax.of(2) 051 553 .009 1 926 1.052 356 3113

+ SYNTAX grade= overall 5t7 22|& (P = 0.010)
* Grade 1 1t 2= /2|37 XH0| (P=0.004);

(Grade 2 9| hazard rate= Grade 10] H|3} 2.5358) =Ch
+ Grade 1 If 3&= f2lgt X0| 813 (P=0.926)

Fundamentals of survival analysis 53/88

If Hazard functions cross...

0fl) Cancer 2tXt0]| CHSH == B0} BtAMM Q B H| W

o 22 TYE HAHTH = early time O BHZ 22 high risk

2
J

2 ACHH
. 1 days:
h(t, X D — E
&4 Radiation(X=1) Ff(t—l,Xfl)
h(t=1,X=0)
Surgery(X=0) but
20 days:
] s h(t=20,X=1)
1 7 20 - S 1
h(t=20,X=0)
- PH model is not appropriate
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H2j|¢ld 718 =tel

LML =&

MYE) BEE 210 COEHD) ST =A(A) CHIEEnEEM 2HZE) S22 FW)
- P (a]
SHO M -~ Bk =° ' [Boi A0
JeSAHEE) 3
15
k=3 »
u | DeathMIStoke | Death_du Death  Re rcho DMDuration D _INSULx Pre
I2dlaM ¢ |
5 1 932 1 cgtMEaEG) » | 010 0
4 24 0 2412 0 wvs HE oEE | 10 0
45 e 0 5408 0 o 123 0
& w0 0 4080 0 2= 23 Y ooma 0
47 129 0 5.129 0 HAHAZH(C) 3 112 0
& =B 0 535 0 R ZHR) L oma 0
@ W 1 7195 0 comEzs) b | 0N 0
B 0 45% 0 0 NA 0
AlAOH
51 |0 0 4301 0 H32W) TR E! 0
22 50 0 5510 0 2R2AM T 0
B |2 0 6321 0 T 24(D) LT 0
214 0 6214 0 _ 1s 0
2 =HS(A) 3
55 B 0 5526 0 1A 0
-
56 | 0 1625 o HE==AEMN  » 0N 0
57 a2 1 5775 0 o= S 0
== o e o wmEs s (mes
- =
B0 9 0 6589 0 Ehsc,.:.@) ' | ElKaplan-Meier 2 E24(K)
i =V
Bl [153 ] 5153 o | BZ2SURHY) CoxEI7I2H(C).
B2 |5 0 4611 o = ot ey
e HEUED | g cosEZ0)
B 20 0 5230 0 Cerr N =
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£ 1D

& DM

& age

& Sex

& BM

& HTN

& Smoking

& Death_du
& Death

& Rev_du

& Rev

& Rev.sim

& Hypercho
&a DMDuration
& DM_INSU x
& Pre PClx
& COPD_modt

AlZHD):
| # DeathMiStoke_du
AERS (S):
[Deathmistoke(1)

MWWHW

i e S BB SRt E ED
cHRE
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HIE ™ 718 =Hel(1)

-

Z-27 Plot AHE (LML plot)
2t AIEID")\-I AOH_D.I_C_%% |Og[-|og(S)] B BADE LML 24 }

]
2l

T

7
|
|

TimeZ} HEHA|F] log[-log(S)]
oz e E LIEHH

E1-20

2= MNEAM & o 4E2
Atof7h &g5tE, 1 2212 PH

-6
o e I
7148 at=st= HY d kw2 s 0w slw sko
DeathMIStoke_du

« 5 oo 4EE XO|7F 2E
4 0 2._|‘:_
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HIE 21" 718 =2l (2)

Schoenfeld residuals= 0| &3t A7
Schoenfeld residuals defined for
every subject who has event
each covariate in model
> Z SX2 R H 2t #H==0f| T3l Schoenfeld residual Al
Schoenfeld residualO| timeX} correlationO| SiCHH PHZPY 2t

HXHXFP) in SPSS
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H|2 & 7}1H™: Schoenfeld residuals R

> schfit=cox.zph(fit, transform="km')
> schfit

rho chisq p
as.factor(Tx)1 0.276 3.31 0.0688
> plot(schfit)

Beta(t) for as factor(TX)1

]

\

||l ;

el f :

s f ;

8 ;
H ¢ 4

e 3
o % o
© "

T T T T T T T
23 230 470 760 880 1300 1500

Time:
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When PH assumption not satisfied

Use time-dependent variables
Defined to analyze a time-independent predictor not
satisfying the PH assumption

Stratified Cox model

PH7FY S BHEOLR]

rr

HE SHHT2 0|8

—f o—

Partition the time axis o

hS]

o2 7|17t Lo A PHZHEO| BHESH= B2, : :
0 2 4 6
Accelerated failure time or additive hazards model
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Time independent vs dependent
Time independent variables

Kt X) = ho(Dexp(EL, AiX)

A|ZH0)| W2} BHBLX| Qb= B4 (Baseline characteristics S), £ =

AEO| BT (2 P, UTF P ) S

Time dependent variables

R X(©) = ho(exp(Ei2, 51 0)

Extended Cox Model

h(t, X(t)) = ho(Dexp(Xh2, 5t® 2?21 Bi )

Fundamentals of survival analysis 61/88

Time-varying covariates

QIO BAET|ZH S group2| BRI} HIBILE B2
transplantation

seroconversion

the occurrence of objective disease response

use of drug

onset of toxicity
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Immortal time bias

Guarantee time
\

P GEE

Transplantation group —
e
(

Time of transplantation

Begin follow-up :

\
~

‘ No-transplantation group

Death

immortal time bias, guarantee time bias, survivor bias, and

survivor treatment selection bias

Fundamentals of survival analysis 63/88

Time-varying covariates

time-varying X(t)
Ex) Heart transplant status at time t,
HT(t)=1 if received transplant at some time t, <t
HT(t)=0 if did not receive transplant by time t
Transplant @) _H): 0000..011111

ty

No transplant (22)_H(®): 0000..00000
h(t,X(t)) = hy(t)exp(s - HT(t))

§ represents the overall effect of HT(t)

But, PH is not satisfied

HR(t) is time-dependent because HT(t) is time-dependent
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% JOURNAL OF

Research Article ©9EASL|HEPATOLOGY

CrossMark

Incidence of hepatocellular carcinoma after HBsAg seroclearance
in chronic hepatitis B patients: A need for surveillance
Gi-Ae Kim', Han Chu Lee'*, Min-Ju Kim?, Yeonjung Ha', Eui Ju Park’, Jihyun An', Danbi Lee’,
Ju Hyun Shim', Kang Mo Kim', Young-Suk Lim'

' Department of Gastroenterology, Asan Liver Center, Asan Medical Center, University of Ulsan College of Medicine, Seoul, Republic of Korea;
*Department of Clinical Epidemiology and Biostatistics, Asan Medical Center, University of Ulsan College of Medicine, Seoul, Republic of Korea

Background & Aims: Little is known about whether surveillance
for hepatocellular carcinoma (HCC)is worthwhile in chronic hep-
atitis B virus (HBV)-infected patients who have achieved HBsAg
seroclearance.
Methods: A retrospective analysis of 829 patients (mean age:
52.3 years: 575 males; 98 with cirrhosis) achieving HBsAg sero-
clearance was performed at a tertiary hospital in Korea between
1897 and 2012. We evaluated incidence rates of HCC, and validat-
“ed CO-ACC score based on data at the tme of HBsAg
seroclearance,
Results: During a follow-up of 3464 patient-years, 19 patients
developed HCC (annual rate: 0.55%). Liver cirrhosis (hazard ratio
[HR]: 10.80; 95% confidence interval [Cl]: 425-27.43), male
gender (HR: 8.96; 95% Cl: 1.17-68.80), and age =50 years at
the time of HBsAg seroclearance (HR: 12.14; 95% CI: 1.61-
91.68) were independently associated with HCC. The estimated
annual incidence of HOC was 2.85% and 0.29% in patients with
and without cirrhosis, respectively. Among the non-cirrhatic
patients, the annual rate of HCC was higher in the male patients
than in the females (0.40% vs 0%, respectively), and all the HCGs
developed after age 50. The time-dependent area under the
receiver operating characteristic curves for the CU-HCC score
for Syear and 10year HCC prediction were 0.85 and 0.74,
respectively.
Conclusions: HCC surveillance should be considered for cirrhotic
patients and non-cirrhotic male patients over age 50, even after

HBsAg seroclearance, especially those infected with HBV geno-
type C. HBsAg seroclearance at age =50 years was also an inde-
pendent predictor for HCC.

© 2014 European Association for the Study of the Liver. Published
by Elsevier B.V. All rights reserved.

Introduction

Hepatitis B surface antigen (HBsAg) seroclearance is considered
to be the most important end point of chronic hepatitis B virus
(HBV) infection [1-4] because both spontanecus and
therapy-induced-HBsAg seroclearance are associated with histo-
logical improvement, a reduced risk of hepatocellular carcinoma
{HCC), and prolonged survival [5-11]. However, several reports
have shown that dinical complications, such as hepatic decom-
pensation or HCC, may occur even after HBsAg seroclearance,
particularly in patients superinfected with other viruses or in
those with liver cirrhosis [5,7,11-14].

Surveillance for HCC is cost-effective when the annual risk
of HCC exceeds 0.2% in non-cirrhotic hepatitis B patients and
1.5% in drrhotic patients [1516]. However, little is known
about whether surveillance for HCC is worthwhile in chronic
HBV-infected patients who have achieved HBsAg seroclearance.
Moreover, the reported rates of HCC after HBsAg seroclearance

als of survival analysi 65/88
Ol H| -1
- hecc hce 2EHE no 0, yes 1
hee_yr: hee S47HX| 7|2k
. - = (=] . AL
HBsAg 8 H 2 0|8 (time-dependent =)

. o O L
sab_yrl: HBsAg BRI HEMIIA| 7|71, BHH0| 47|X| 22 ZRL
999; EI new_no n03| Lim idate sloss_date| LC fnaw_Lthc: hee_yr | sab_yr! \\
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& Cox @728 J'El
A2 =
& T_cov_[m_cov ] [=] [&, o l YIH(E)..
& new_no “E“Hﬂ‘:s R,
& no2 AR ()
& Um *  [heen | LBLQ
&2 idate
4B sloss_date
&L EE1H2H
& new_LC =
& hee_tyrDl & o
&b hee_2y0I& Tz )&|>-| g En_l Time
tpl_death .
?Jiruiim w [% dependent covariateE
&b gender - _g_ﬁeéto_" Iﬂﬁ%
& s_ape
&b s_age2_50 T E—
& male_overs0
& cuscore_clal || HEH 2y
25 cCTP = 2 |
[ =2 |(mowoe|(asae | @42 [ === |
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SPSS output

Time dependent covariate2 1128t A2

gAML By
Exp(B)0il CHE 85.0% CI
B EE23 Wald T FaRS | Exp(B) LS g3
T_COV_ -802 539 2.213 1 [ 137 449 156 1.290 ]
T

27| Y EHEEO

—

30
rr
A
e
3
(]
=
Q.
(]
o
D
3
Q.
M
3
—

= L
covariate) 2 T+ 2%t 42

Exp(B)0l A2t 95.0% CI
B HEE2T Wald IRE | su%s | ExpB) e e
sab_01 | -1619 529 9.363 1] 002 198 070 559 ]
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When PH assumption not satisfied

Use time-dependent coefficients

Defined to analyze a time-independent predictor not

satisfying the PH assumption
h(t) = h, (t) exp( BX +S5(X x@))

Check PH assumption for X
HR(t) = exp( B+ &)

5>0= HR(f) Tast T

Fundamentals of survival analysis 71/88

Of| K| -2

PH assumption®| 2|HiEl= ZE 2
Platelets(baseline [): A[ZHOf| 2} HZSEX| = QA TE A[ZHOf| 2}
plateletO| O|X|= F&FH (beta)O| B2t3t.

> fit<-coxph(Surv(hece yr, hoe)~s plt,data=c¢,wethod="efy
>

> schfit<-cox.zphifit,ctransform='rank')
» schfitc
rho chisqg P
s_plt 0.512 7.56 0.00598
> plot (schfit)
>

004

002
o

a8 S
s g o
= 2 - / °
5 - py .
@ . /
gl - Ll L
o Nl NSRRI A L y
.
s
L
T T T T T
058 14 28 is 9 68 a 1
Tirme
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|3 Time [T_] = L
& new_no 1 @I'

& no3 -
& Lim =

fom el il =

S CaeuEE (e
a wad
s

& new LC B » e e
& hee el W t8 L
S S

& s_pit

& hee_tyr0l&
&b hee_2y01&
& tol_death
& tpl_death_yr
&5 Gender

y s_age?

&b s_age2_50
&b male_oversn
&b cuscore_clal

& . ~rr

41

(naz@)( s | =su |
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it Cox 2| A3l M

T —
AZHD: [fosoisze || 22@ [os | AA® -
& T Ccov_[T_cov ) [= - m
z::\g_nn il ek . ZICHEHE H) AL
Ed A
& Lim % [heeety ® 2t SHHOHE) HIHEHEH A ():
&2 date ool | oomeemngL [ 21848 |
& sloss_date
1021 — — -
&oeeis i
& st 1 ==
& hee_tyr0| & SHERA): " Pltgl'
@) hee_2wr0l & s_plt AN -
& tol_deatn e ST =l t9|' glt:l V4|
gl et interactionS 2t 2k0]
& oender S— H 7:‘ %
& s_age2 T =L -
&b 5_age2_50
&, male_overs0 || ASB A
£ cuscore_clal hd = I ‘
(=2 mowe) nsee | a2 | =sw |
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SPSS output

uyAe pS
— Exp(B)0ll CH 2 95.0% CI
8 =21 | wald | n8s | sass | BqE) ozt s
s_pit -.029 008 | 14737 1 000 972 957 986
T_COV_*s_plt .003 oo1 6969 1 I 008 -] 1.003 1.001 1.005
@«

h(t) =h,(t) exp( 8- plt + 5(plt x1)) PH assumption0i] 2|

S =-0.029,5=0.003

HR depends on B and &
Time=1, HR=exp(B+56*t)=exp(-0.029+0.003*1)=0.974

Time=2, HR=exp(-0.029+0.003*2)=0.977
Time=5, HR=exp(-0.029+0.003*5)=0.985
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CEENEE
) Exp(B) 0l CHEt 95.0% CI
B EE20|| Wald | IRE | KA%E | Exp(B) otz FE

s_plt -.029 oos|| 14737 1 000 a72 957 986

T_COV_"s_pit 003 001)| 6969 1 oo | 1.003 1.001 1.005
AN HRUE
s _pit

T_COV_*s_pit || -844]

cov(B,8) = p,; -5, - S5 = —0.844 x0.008 x 0.001

HR2| 95% Cl
exp[(ﬁ + St)i 1.96- \JVariE +ot ’ },

Var(p+3t)= 52 4757 + 21 c0v(B, )

=(0.008)% +7%(0.001)* + 2¢(-0.0000068)
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Cox PH 3| H 2 2: CHHZF

2
h(X) = hy(t) exp(Byz, + Bozy ++ + B,z,)
O:IE.I === I

HE-52 otLe| 2o =gt
2 185t &Y =3t
St event?l 22

of

Ey =
ST

Rule of thumb(Peduzzi et al.(1995)):
at least 10 events per 1 covariate

H|2f| ¢1& 7HE(PH assumption) &9l

Fundamentals of survival analysis 77/88

021

TEH0| matA B4 MEY strategy 27

Risk factor 24 : &2 SAX2=2 2|0] gl= = A<
Care must be exercised (False positive =Xll)

Causal &4 :

: single factor is under investigation
RCT(Causal &4)AF0M &

B2 =(adjustment factor)&
0|2| protocold| X|’& (False posmve 2A)
Prognostic 24 : calibration, discrimination
Common choices : semi-automated
Stepwise, Backward and Forward
sAHC Ro|dot 2 AT RE2 AY

A2 (Henderson and Velleman, 1981)
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Cox PH 2|2 o x|

- CHHZF 24 (Multivariable analysis)

~ Ct2 890|0|3t covariateC. 2 B3NS [ A|=E0|
[[t2 hazard rate H|
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Cox PH 2| H 2 &(Multi.) O|A| (SPSS)

e Cox S|P H X
J ~
. Al2H):

s | & DeathMIStoke_du |
= eno

& DM AEHHE (S

& age % [DeathMiStoke(1) |
& Sex

& BMI

& HTN

&> Smoking
& Death_du
& Death

& Rev_du

& Rev

& Rev.sim

@5 Hypercho
&a DMDuration
& DM_INSU x
& Pre PCI d |

- Ale(o).

g B X8
- Age, HTN

Fundamentals of survival analysis 80/88

-03-



Clinical Research Methodology Course

Cox PH 2| H 2 & (Multi.) OlX| (SPSS)

+ Cox B|AZE X

Al2H(): HESC)
% [ & DeathMiStoke_du | @

YER ) C AEE).

[DeathMiStoke(1) -

& Death_du

& Death

& Rev_du

& Rev

& Rev.sim

& Hypercho

& DMDuration
& DM_INSU x
& Pre_PClx

& COPD_modt..
& CHF x

& cerebrovasc
& PVDx

& Renal_failure x
& EuroScore

AR 2l(D)
SEE1CHAM-

O|E(yV

— = LR 2ol A3t
Backward elimination'sd
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it auiolBlit =

= S=l2F
IE exp(B)2 CI(C) g %2 |0l & —’F—%]

datel **HI._DI\(_
E% 2

®2f £ |ur:r(E)
= HEtz §
© ORI 9 SHAI KM (L) O 2124 Ags s BAI(B)

| CHBHE Sl Ak ()

ho
o

[Stepwise B1= MEH A[]

12 0.05 > AE Off &S0 7} Qo8 MR EH X2 MEis g
[o=F 0.05 | A M EH

HAH: 01> AHE MEZl 42 B 3 7|20 MEiEl 50| RolF
0.10A Rol8X| &*E M XA

[Backward ¥ MEH A|]
E s ;o" 1 AMEH > XY E foAE 01 72|ELE HAHE KA

[Forward = HEE Al]
7t folot HeHEH 23 M7t > under-fit /tsd
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=

AY H= HA = ObX[8f 7HX] H2 B

BF YL By
Exp(B) CHE 95.0% CI
B EE2T Wald a2 RoEg Exp(B) otE A E
B 1 TX -.6258 561 1.238 1 266 536 178 1.609
age .081 on 6.988 1 .0oe 1.085 1.021 1152
HTN 1.042 416 6.268 1 012 2835 1.254 6.408
DM 147 (360 ABT 1 683 1158 572 2346
Sex -129 428 091 1 762 879 .380 2033
Bl .040 054 545 1 AB0 1.041 936 1158
Smoking 526 428 1516 1 218 1693 732 3914
Hypercha e Fic | .74 895 1 318 1.453 697 3.026
Pre PClx 692 3. 3.140 1 076 1.998 929 4297
17 SHAOIA TX XA E
BAH 18 age 065 018 12236 1 ooo 1.068 1.029 1.107
HTN 1.022 .378 7314 1 oo7 2780 1.325 5833
Pre_PClx 604 .348 3017 1 082 1.829 825 3.615
Renal_failure x 1.336 401 11.089 1 001 3.805 1.733 8.354
EF -.042 014 9.525 1 .0o2 859 834 985
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TX "7t510 2 re-fit

a2 B

Exp(B)Ol CHEt 95.0% CI

B EE2T Wald TR | RAMS | Exp(B) okt g
Lp, -.509 .310 2.696 1 A01 601 A7 1.104
age .065 .019 11.672 1 001 1.067 1.028 1.108
HTN 881 378 6.729 1 .009 2.667 1.2M 5.598
Renal_failure.x 1.270 .39 10.536 1 .001 3.561 1.654 7.668
EF -.040 .013 9.319 1 .002 961 936 .986
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>Age, HTN, Renal failure, EF 273 =

S9lsHX| %& (P=0.101)

-

Al &H(TX)2 AE rate0f| CHdH
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SAEZM 3E 7=

+ Statistical analysis

Treatment-related differences in long-term outcomes be-
tween the 2 procedures were analyzed separately in patients
with and without medically treated DM. Prevalence rates of « £ L0 A{Q| ZHA} EE H|1 ;
risk factors and characteristics of the patients in the 2
treatment groups were compared using ¢ test or Wilcoxon t-test/Wilcoxon rank sum test or
rank-sum test for continuous variables and with chi-square
statistics or Fisher’s exact test for categorical variables. chi-square test

Survival curves were constructed using the Kaplan-Meier | ay==4 g -

method and compared using log-rank test. dE=4 HIL : K-M method
Differences in risk-adjusted long-term rates of study out- . ol Z0| xto| H| T -

comes between patients in the DES and CABG groups were AdJUStEd FlEE2 X0 B :

assessed using multivariable Cox proportional hazards re- Cox 5'__’::534

gression. Adjusted covariates included patient age and gen-

der, presence or absence of different clinical and coexisting o pH 7} H 7} : LML plot,

conditions, left ventricular function, and number and extent

of diseased vessels. The proportional hazards assumption Schoenfeld residuals.

was confirmed by examination of log(-log [survival])

curves and by testing of partial (Schoenfeld) residuals, and

- American Journal of Cardiology, 2012;109:1548-1557

Fundamentals of survival analysis 85/88

=21 HASE

Table 3
Hazard ratios for clinical adverse outcomes after drug-eluting stents compared to coronary artery bypass grafting according to diabetic status*
Outcomes Total Number of Events/ Unadjusted Multivariable Adjusted’
Number of Patients
DES CABG HR (95% CI p Value HR (95% CI) p Value Interaction
p Value
for
Diabetic
Status
Death
Diabetic patients 57/489 60/402 0.82 (0.57-1.17) 0.27 137 (0.86-2.17) 0.19 032
Nondiabetic patients TU1.058 115/1,093 0.68 (0.51-0.91) 0.01 0.85 (0.63-1.15) 0.30
Composite outcome (death, 012
myocardial infarction,
or stroke)
Diabetic patients TUAR9 76/402 0.80 (0.58-1.10) 016 1.38 (0.92-2.08) 0.12
Nondiabetic patients 99/1,058 158/1,093 0.67 (0.52-0.86) 0.002 0.79 (0.61-1.02) 0.07
Repeat revascularization 046
Diabetic patients 01/489 22402 3.88 (2.43-6.20) <0.001 3.61(2.25-5.77) <0.001
Nondiabetic patients 168/1.058 65/1,093 3.12(2334.16) <0.001 312234417 <0.001

* Hazard ratios are for the drug-eluting stent compared to the coronary artery bypass grafting group.

" Hazard ratios were adjusted for age: gender; diabetes; duration of diabetes; presence or absence of congestive heart failure; chronic obstructive puli
peripheral arterial disease, and renal failure; European System for Cardiac Operative Risk Evaluation; history or no history of myocardial infarction before
presence or absence of involvement of the proximal left anterior descending or left main coronary artery: total obstruction; and SYNTAX score.

HR = hazard ratio; IPTW = inverse probability-of-treatment weighting. Other abbreviation as in Table 2.

+ American Journal of Cardiology, 2012;109:1548-1557
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=423} HAYE2

Table 3: Univariable and Multivariable Cox Propertional Hazard Analyses of Postoperative Recurrence-Free Survival in
Development Set

Univariable Cox Proportional Hazard Analysis Multivatiable Cox Proportional Hazard Analysis

Pacameter Regression Cocllicient Hazard Ratio PValue  Regeession Cocllicient  Hazard Ratio P Value
Age 0.01 101 (0.99, 103} 30
Male sex 0.25 1.29 (0. 12
Body mass index (kg/m?*) =104 0.96 (0. 11
Tumor size {em) 0.37 1.44 (1.26, 1.66) <001 021 1.23 (1.05, 1.44)  .009
Dominant location 72

Head 1 1 [reference]

Body —0.13 0.88 (0.57, 135} .55

Tail 0.09 1.09(0.72, 1.67) 6
Tumor density in AP 02

Isuense or hyperdense 1 1 [reference] =

Hypodense 0.73 2.07(1.12, 382) ...
Tumor density in PVP 001 04

Tsodense or hyperdense 1 1 [reference]

Hypodense 0.92 251 (1.55, 4.04) ... 0.51 1.66 (1.01,2.73) ...
Tumor conspicuity in AP 008

Poor 1 1 [reference]

Moderare 0.70 201 (117, 3460 .01

Well 0.92 2.50 (141, 4.44) 002
Tumor conspicuiry in PVP 003

Poor 1 1 [reference] ,

Moderate 0.65 1911 0z

Well 093 2521 , 4.35) A1 dus .
Tumor necrosis 1.07 291(2.00,425) <001 0714 2.04 (1.38,3.03) <001
Peripancrearic tumor infiltaation 0.69 750 <001 0.406 150 (1.07.2.11) .02
Contact to SMV or PV 010 110 (0.79, 1.55) 55
Adjacent organ invasion 0.37 1.45 (1.06, 1.98) .02 i
Suspicious metastatie lymph nodes  0.76 2.15(1.53,3.01) <001 0.662 1.94 (138, 2.72) <.00
Cancer antigen 19-9 0.00 1(1-1) 06
Bilirubin 0.04 1.04 (0.97-1.11) 30

e S — | Radiology. 2020
Myt | S@nr296(3):541-551

are 95% confidence intervals. AT

Note—Data in parenthes arcerial phase, PV - portal vein, PVP - poreal venous pha

mesenreric vein

Funda tals of survival analy 7/88
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14:30-15:20 Room 2

How to construct a prediction model

g &t
M|

o

20 YON SEI

oY UNIVERSITY

How to construct a prediction model

Kyunghwa Han, Ph.D.

Research Assistant Professor, Biostatistician
Department of Radiology,

Research Institute of Radiological Science,
Center for Clinical Imaging Data Science,

Yonsei University College of Medicine

Clinical prediction model?

* Clinical prediction rule
* Prognostic model or risk score

* To calculate estimates of the probability of the
presence/occurrence or future course of a particular
patient outcome

* From multiple clinical or non-clinical predictors

* To help individualize diagnostic and therapeutic decision-
making in healthcare practice

* Diagnosis OR Prognosis

-08 -
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T
|li‘y“"
—
D=L oY LIEF R ASEY W
DKt o|mjrhst ofStEH S mA, SXICHSD SXWH MAIP MEBLB2H MAIP SMSBISIHY MADF,
SXckelm SF e A AR, elciStm UrtEN MNADF, MBHST 2ot et BetMBcistmEH HAf
OIXIY WEP weEiEF ojE o)FF =ZF° T HYF 0FY
Background: Assessing an individual's risk of stroke can be a starting point for stroke prevention. The aim of this study
was to develop a stroke prediction model that can be applied to the Korean population, using the best available current
know ledge.
Methods: A sex- and age-specific stroke prediction model that is applicable specifically to Koreans was developed
using Gail's breast cancer prediction model, which is based on competing risk theory.
Results: The relative risks for major stroke risk factors, including hypertension, diabetes, hypercholesterolemia,
atrial fibrillation, ischemic heart disease, previous stroke, obesity, and smoking status, were obtained from a recent
systematic review of stroke risk factors among Koreans. The results were incorporated into the concept of a
proportional hazard regression model. For baseline age- and sex-specific hazard rates for stroke, we employed
Jee’s 10-year stroke-risk prediction model with its reference categories for predictor variables. Death-certificate data
from the Korea National Statistical Office were used to calculate competing risks of stroke in our model.
Conclusions: Our prediction model for stroke incidence may be useful for predicting an individual’s risk of stroke
based on his/her age, sex, and risk factors. This model will contribute to the development of individualized
risk-specific guidelines for the prevention of stroke.
| Korean Neurol Assoc 28(1):13-21, 2010
3
— e
Effect of Microvascular Invasion Risk on Early Recurrence of KSSR 2021 5

aien - sizie Mo |
ro

Hepatocellular Carcinoma After Surgery and
Radiofrequency Ablation
Sunyoung Lee, MD, 11 Tae Wook Kang, MD,* Kyoung Doo Song, MD,* Min Woo Lee, MD,*

Hyunchul Rhim, MD,* Hyo Keun Lim, MD,"t So Yeon Kim, MD,t Dong Hyun Sinn, MD,§
Jong Man Kim, MD,Y{ Ksunga Kim, PhD.3|| and Sang Yun Ha, MD™

TABLE 3. Multivariable Analysis of Predictors of Microvascular Invasion and Creation of the Microvascular Invasion Risk Score

Multivariable Analysis

Variable OR (95% C1) & B Cocfficient MV Risk Points
a-FP 215, ng/ml. FP<15] 346 (162-7.39) 0.001 L0
PIVKA-II 48, mAU/mL [PIVKA-l<48] 341 (154-1.55) 0003 1.0
Anerial peritumoral enhancement [absen 5.07 (236-10.87) <0001 L5
Penumonal hypoiniensity on HBP [absence] 15.98 (6.73-37.97) <0001 s

The reference category for each categorical variable is in the square brackets in first column, Multivariable logistic regression model was performed using stepwise backward
variable selection. The scaled coefficients were simplified by rounding them 1o nearest half, The MV risk score is obtained by adding the total number of points scored in each of the 4
varigbles.

MELD indicates Model for End-Stage Liver Disease.

P — Predicted sk of microvascular nvasion

[Gerum a-toproten wve gy [Ports |
= E
[Berum PrYRA-Hljovel (mAuimLl  [Points |
< q
e |

Sansitivity

Tolal Risk _ Prodictod Risk of POCenge of Palionts n Risk Catogory, %
Scoro.

Ll Lo Doralion Extarnal Vaiktation

Goer (n = 276) o in = 101)

adtumoral bygontansity an HBP

P 52 25| 59| 00 0.2 04 [ o8 10
45 2| 08 10 1.Specificity
o 610 18 0
5 748) a1 an) FIGURE 3. Receiver operating characteristic curves for the
prediction model for microvascular invasion in the derivation
FIGURE 2 invasion inp asmall (< This model and external validation cohorts. The area under the receiver
I 3 - s s operating characteristic curve for the MVI prediction model was
0.87 (95% confidence interval: 0.82-0.92) and 0.82 (95%
Z % confidence interval: 0.74-0.90) in the derivation and extemal
Ann Surg 2021;273:564-571 validation cohorts, respectively.
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When do we need to develop a prediction model?
in radiologic research

* To show improvement in the predictive ability

by adding imaging features
* Conventional imaging findings

. Ra d|0m|cs Table 2: Risk Factors for Lymph Node Metastasis in Biliary Tract Cancer
Radiomics Model Clinical Model
- Artlflclal | nte”lge nce Variable Odds Ratio PValue Odds Ratio PValue
CA 19-9 level 2.10{0.85,5 11 1.82 (0.78, 4.23) 17
CT-reported tumor size 0.46 {0.17, 1.28; 14 2.83(1.44,555 003
* Need to compare between... Clhseported vascula invasion 156 0,68 30 sesnaen 1
CT-reported LN status 281(1.21 ) 02 3.03(1.39,6.57) 005
. . - . . Radiomics signature 6.24 (291, 13.40) <001 NA NA
& Cllnlcal Only VS' C“nlcal + Imaglng Note.—Data are results of the multivariabl gression analysis. Dara in parentheses are 95%
confidence i t on the basis of independent predic f nodal
1 1Nt H metastasi s signature. CA 19-9 = carbohydrate antigen 19-9, LN
* Imaging only vs. Clinical + Imaging |~ ot CALS el
* 000 + Imaging #1 vs. 000 + Imaging #2
GW Ji, et al., Biliary Tract Cancer at CT: A Radiomics-based Model to Predict Lymph Node Metastasis and Survival Outcomes. 5

Radiol 2019; 290: 90-98

Box A. Schematic representation of diagnostic and prognostic prediction modeling studies.
Diagnostic multivariable modeling study
Predictors:
oy Patlent characteristics
Subjects with presenting (symptoms & signs)
symptoms Imaging tests
Laboratory tests
Others.
Cross-sectional
relationship
Outcome:
Disease present
or absent
T=0
Prognostic multivariable modeling study
Predictors: L dinal
Patlent d:nrideﬂ;tl:s relationship Chitcame
Subjects Ina \; Disease
~ health state - Imaging tests o “E'"‘ ¥
Laboratory tests
Others SR ¥
T=0
End of
follow-up
The nature of the prediction in diagnosis is estimating the probability that a specific outcome or disease is present (or absent) within an individual,
at this point in time—that is, the moment of prediction (T = 0). In prognosis, the prediction is about whether an individual will experience a specific
event or outcome within a certain time period. In other words, in diagnostic prediction the interest is in principle a cross-sectional relationship,
whereas prognostic prediction involves a longitudinal relationship. Nevertheless, in diagnostic modeling studies, for logistical reasons, a time
window between predictor (index test) measurement and the reference standard is often necessary. Ideally, this interval should be as short as
possible without starting any treatment within this period. e
6
Ann Intern Med. 2015:162:55-63. doi: 10.7326/M14-0697
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\ YONSEI

UNIVERSITY

Prediction Model

Define the outcome
*  Type of outcome : continuous, binary, time to event

[&— OR

Improving Existing Model

[ Developing New Model

h 4

Development of the Prediction Model
Variables (Predictors) Selection

*  Determining of Statistical Modeling

Evaluation of Model Performance (Comparison with Existing Model)

L

Validation of the Prediction Model

Internal Validation: Performance and Optimism

+  External Validation: Generalizability, Usability in Clinical Practice

Updating

i *  Evaluation of Model Performance

&) YONSEI

) UNIVERSITY

Source of data and Sample size

* Prospective longitudinal cohort study vs. RCT?

« Individual participant data from multiple studies or large
existing data sets

* Clustered Data = a weighted approach
* An “adequate” sample size is unclear
* A rule of thumb for sample size
- at least 10 events are required per candidate predictor

* Readily available large cohort or registry
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BMJ 2020:368:m441 doi: 10.1136/bmj.m441 (Published 18 March 2020} Page 10f 12

= RESEARCH METHODS & REPORTING

Check for
Updates

Calculating the sample size required for developing a
clinical prediction model

Clinical prediction models aim to predict outcomes in individuals, to inform diagnosis or prognosis
in healthcare. Hundreds of prediction models are published in the medical literature each year, yet
many are developed using a dataset that is too small for the total number of participants or outcome
events. This leads to inaccurate predictions and consequently incorrect healthcare decisions for
some individuals. In this article, the authors provide guidance on how to calculate the sample size
required to develop a clinical prediction model.

Richard D Riley professor of biostatistics', Joie Ensor lecturer in biostatistics', Kym | E Snell lecturer
in biostatistics', Frank E Harrell Jr professor of br'os?aﬁsn'csa Glen P Martin lecturer in health data
sciences”, Johannes B Reitsma associate professor®, Karel G M Moons professor of clinical
epidemiology*, Gary Collins professor of medical statistics®, Maarten van Smeden assistant
professor* ® ®

w

Type of Model to estimate p ory

* Continuous Outcome
* Linear regression: y =B, + B, X, +B,X, +---+ B, X,
» for predicting outcome values
* Binary Outcome
* Logisticregression:  logit(p) =B, + B, X, + B, X, + -+ + B, X,
» for predicting short-term events M
g oxD(B, + BX, + X, +-+ B X,) xp(#) = Odds ratio

= 1+ expP, + B, X, +B,X, +-+B.X,)

* Time to event (Survival) Outcome

* Cox proportional hazard regression:
log h(t,x) = log h,(t) + B, X, + B, X, +---+ B X,

» for predicting long-term prognostic outcomes
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Considerations in Selecting Predictors

* Before / During modeling

* Clinical reasoning + statistical significance
« Categorization for continuous variables

* Automated predictor selection strategies
* Multicollinearity

* Missing values

Variable selection

* Group comparison (univariable analysis)
* Inequality test for mean or proportion
* Multiple testing problem

* Subset selection
* p’l|2] independent variables & £ k725 X|F 20
Z A 7| =5 SFHAM prediction accuracy 7} 7+ 2 OtHA|
+ subset of variablesS 4178 o= 2

* Automatic selection
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Assumptions for Model Development

* Linear regression
* linear relationship, normality, homoscedasticity
* Logistic regression
* linear relationship
» Cox proportional hazard regression
« linear relationship, proportionality of hazard
* When the assumptions were not met,
« transformation, nonlinear modeling, stratified analysis

13

Annals of Intemal Medicine RESEARCH AND REPORTING METHODS

Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis (TRIPOD): The TRIPOD Statement

Gary §. Collins, PhD; Johannes B. Reitsma, MD, PhD; Douglas G. Altman, DS¢; and Karel G.M. Moons, PhD

Annals of Intemal Medicine RESEARCH AND REPORTING METHODS

Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis (TRIPOD): Explanation and
Elaboration

Karel G.M. Moons, PhD; Douglas G. Altman, DSc; Johannes B. Reitsma, MD, PhD; John P.A. loannidis, MD, DSc;
Petra Macaskill, PhD; Ewout W. Steyerberg, PhD; Andrew J. Vickers, PhD; David F. Ransohoff, MD; and Gary S. Collins, PhD

Ann Intern Med. 2015;162:55-63. 14
Ann Intern Med. 2015;162:W1-W73.
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TRIPOD Checklist: Prediction Model Development and Validation

Section/Topic Item Checklist Item
Title and abstract
Title 1 oV Identify the study as developing and/or validating a multivariable prediction model, the

target population, and the outcome to be predicted.
Provide a summary of objeclives, study design, setfing, pariicipants, sample size,
predictors, outcome, statistical analysis, results, and conclusions.

Abstract 2 DNV
Introduction

Explain the medical context (including whether diagnostic or prognostic) and rationale
3a | DV | for developing or validating the multivariable p ion mode, including references to
existing models.

Specify the objectives, including whether the study describes the development or
validation of the model or both.

Background
and objectives

3b DV

Methods

Describe the study design or source of data (e.g., randomized trial, cohort, or regisiry

: data). separately for the development and validation data sets, if applicable.
Source of data

Specify the key study dates, including start of accrual; end of accrual; and, if applicable,

b By end of follow-up.
5a Div | Specify key elements of the study setting (e.g., primary care, secondary care, general
. pe ing number and location of centres

Participants 5b | DV | Describe eligibiily critenia for participants.

5c | DV | Give defails of treatments received, if relevant.
ga | i | Clearly define the outcome that is predicted by the prediction model, including how and
QOutcome 5 when assessed.

6b | D:V | Reportany actions lo blind assessment of the outcome lo be predicted.
Clearty define all predictors used in developing or validating the multivariable prediction

Praticlors 7a v model, including how and when they were i
75 | pwv | Reportany actions to blind assessment of predictors for the oulcome and other
. predictors
Sample size 8 D}V [ Explain how the study size was arrived at.
Z Describe how missing data were handied (e ., complete-case analysis, single
Mo sale ¥ Dy imputation, multiple imputation) with details of any imputation method
10a D Describe how predictors were handled in the analyses.
. 100 o Specify type of model, all model-building procedures (including any predicior selection),
Statistical and method for intemnal validation
analysis 10c v For validation, describe how the predictions were calculated
methods 10d | Dy | SPecily all measures used to assess model performance and, if relevant, to compare
3 multiple models
10e v Describe any model updating (e.g., recalibration) arising from the validation, if done.
Risk groups 11 D;v | Provide details on how risk groups were created, if done.
Development 12 v For validation, identify any differences from the development data in setting, eligibility
vs. validation criteria, outcome, and predictors. 15

. e

[KSSR 2021 ==~

s s mpwgllnciy,
‘lll:lhl

Describe the flow of participants through the study, including the number of participants
13a DV | with and without the outcome and, if applicable, a summary of the follow-up time. A
diagram may be heipful.

Describe the characteristics of the participants (basic demographics, clinical features,

Eathcyinats 13b | DV | available predictors), including the number of participants with missing data for
predictors and outcome
13¢ v For validation, show a comparison with the development data of the distribution of
important variables (demographics, predictors and outcome).
Model 14a D Specify the number of participants and outcome events in each analysis.
development 14b D If done, report the unadjusted association between each candidate predictor and
outcome.
Model 15a o Present the full prediction model to allow predictions for individuals (i.e., all regression
fication coefficients, and model intercept or baseline survival at a given time point).
15b D Explain how to the use the prediction model.
y:r?oerlmance 16 DV Report performance measures (with Cls) for the prediction model.

If done, report the results from any model updating (i.e., model specification, model

Model-updating | 17 V | partormance)
Di: I
Limitations 18 DV Discuss any limitations of the study (such as nonrepresentative sample, few events per
predictor, missing data)
For validation, discuss the results with reference to performance in the development
19a A it ati
Interpretati data, and any other v data.
2 19b DV Give an overall interpretation of the results, considering objectives, limitations, results
& from similar studies, and other relevant evidence.
Implications 20 DV Discuss the potential clinical use of the model and implications for future research.
Other information
Supplementary . Provide information about the availability of supplementary resources, such as study
& 21 DV
information protocol, Web calculator, and data sets.
Funding 22 D;V_| Give the source of funding and the role of the funders for the present study

16
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Assessing the model performance

TABLE 1. Characteristics of Some Traditional and Novel Performance Measures.

Aspect Measure Visualization Characteristics

Overall performance k2, Brier Validation graph Better with lower distance between ¥
Captures calibration and discriminatior

iscrimination © statistic ROC curve Rank order stafistic rpretalion for a pair ol
subjects with and without the outcome
Discrimination slope Box plot Difference in mean of predictions between

outcomes; easy visualization

Calibration Calibration-in-the-large Calibration or validation graph Compare mean (y) versus mean (7'); essential

Reclassification

Clinical usefulness

Calibration slope

Hosmer-Lemeshow test
Reclassification table
Reclassification statistic

Net reclassification index (NRI}

Integrated discrimination index (1D1)

Net benefit (NB)
Decision curve analysis (DCA)

Cross-table or scatier plot

Box plots for 2 models (one with,
one without a marker)

Cross-table

Decision curve

aspect for external validation

Regression slope of linear predictor, essential
aspect for internal and external validation; related
to “shrinkage™ of regression coefficients

Compares observed to predicted by decile of
predicted probability

Compare classifications from 2 models (one with,
one without a marker) for changes.

Compare observed outcomes to predicted risks
within cross-classified categories

Compare classifications from 2 models for changes
by outcome for a net calculation of changes in
the right direction

Integrates the NRI over all possible cut-offs;
equivalent to difference in discrimination slopes

Net number of true positives gained by using a
model compared to no model at a single

threshold (NB) or over a range of thresholds
(DCA)

EW Steyerberg et al. et al. Assessing the performance of prediction models: a framework for traditional and novel measures. Epidemiology 2010;21:128-38.

Statistical Analysis

Subsequent analysis was performed using R v3.4.0.
Patients were randomly allocated to a discovery and vali-
dation set (2:1 ratio with n = 120 patients in the discovery
set and n = 61 patients in the validation set) with the dis-
tribution of MGMT promoter methylation kept balanced
between both sets (stratified random split). Distribution
of epidemiological, clinical, and molecular characteristics
between the discovery and validation sets was compared
with the chi-square test for categorical parameters and the
Wilcoxon test for continuous parameters.

A total of 386 out of the 1043 extracted radiomic features
(37.0%) were identified as stable and reproducible based
on a separate prospective test-retest study and selected for
further analysis (methodology and results of this preced-
ing analysis are outlined in SupplementaryTable S6).

A Cox regression model via penalized maximum likeli-
hood (lasso) was fitted on the discovery set to identify a
subset of radiomic features and construct a radiomic
signature from the high-dimensional radiomic dataset
associated with outcome (as measured by OS; using the

glmnet package®-*). The tuning parameter i, which is
the global regularization parameter, was identified via
10-fold cross-validation. The performance of the identi-
fied radiomic signature for stratifying PFS and OS in the
discovery and validation sets was assessed by comparing
maodels that included (i) molecular features alone (MGMT
promoter methylation status and global DNA methylation
subgroups), (ii) clinical features alone (including patient’s
age, KPS at diagnosis, extent of resection [EOR; gross total
resection (GTR) vs subtotal resection (STR) or biopsy] and
adjuvant treatment [radiotherapy plus concomitant and
adjuvant TMZ (RT+TMZ) vs RT or TMZ only]), (iii) stand-
ard imaging features alone (tumor volumes from contrast
enhancement, necrosis, and edema), {iv) radiomic signa-
ture alone, and (v) different combinations of the above
stated models to assess the incremental value of combin-

ing parameters from different layers (ie, molecular, clinical,
eI

tandard.i i el

For each model, we assessed the overall performance
with prediction error curves (PECs) over time and the inte-
grated Brier score (IBS) (using the pec function of the pec
library®**7). The IBS can range from 0 for a perfect model to
0.25 for a non-informative model with a 50% incidence of
the outcome. Specifically, the discovery set was supplied
to the traindata argument of the pec function, whereas the
validation set was used for estimating the PECs and IBS
(data argument of the pec function). Furthermore, ANOVA
was used to determine whether additional predictors sig-
nificantly increase the model fit (ie, reduction in the log-
likelihood). Multivariate Cox regression models were used

Kickingereder P, et al. Radiomic subtyping improves disease stratification beyond key molecular, clinical, and standard imaging chamagteristics

in patients with glioblastoma. Neuro-oncology 20.6 (2017): 848-857.
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Table 1.
volume increased the model fit beyond key and clinical char . (b) P
based on prediction error curves over time with the integrated Brier score (lower values indicate better performance)

(8} Analysis of Deviance for Different Cox Regression Models (ANOVA)

Maodel 1 Model 2 Validation Set

Discovery Set

0s
P

Molecular' + Molecular? <0.01 343 0.01 6.2 <0.01 104
Clinical® + Clinical®

+ Radiomic

signature
Molecular' + Molecular' + 0.79 1.0 0.19 47 021 46

Clinical® + Tumor
volumes?

{b) Performance Metrics of the Different Cox Regression Models
Model

Clinical®

Integrated Brier Score (IBS)

(percent reduction of IBS compared
with the null model*}

Single layer Molecular! 0.149 -9%
Clinical? 0.133 —18%
Tumor volumes? 0.160 -2%
Radiomic signature 0.137 -16%
Two layers Molecular' + Clinical® 0.9 -27%
Clinical? + Radiomic signature 0.116 -29%
Molecular! + Radiomic signature 0.122 -25%
Three layers Molecular' + Clinical? + Radiomic signature 0.103 -37%
- ion: 1 = including MGMT thylation status and giobal DNA methylation gliobl 2=includi

were 0.163 for OS and 0.138 for PFS.

(a) Analysis of deviance for different Cox regression mndels{ANﬂVA] ‘was used to determine whether the radiomic signature or the tumor
i metrics of the different Cox regression models

0.14

0121
0.126
0135
0.125
0.098
0.117
0.109
0.089

patient’s age, KPS,
[EOR, and adjuvant treatment; 3 = inciuding tumor volumes from contrast enhancement, necrosis, and edema; 4 = IBSs for the null (reference} models

54

19

Analysis of deviance
for different Cox regression models
: Likelihood ratio test (LRT)

* Conventional ANOVA
* to compare the means between groups

ANOVA
Time
Sum of
Squaras at Maan Square F Sig
Between Groups 91 467 2 45733 4 467 o
Within Groups 276 400 7 10.237
Total 367 867 29

* ANOVA to determine the model fit [in R]

anova(fml, fm2)

Model df BIC  logLik Test [L.Ratio p-value
fm 1 5 239.4856 251.6397 -114.7428

fm2 2 6 238.9662 253.5511 -113.4831 1 vs 2 2.519406 0.1125

20
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Prodiction error (PFS)

Predction emor (O5)

0i0 018 020

008

nical, standard imaging, radiomics)

025

Multiple layers (molecular + clinical + radiomics)

- 8 -
¢ 7 'z
4 ™ I
B s
i
g s sy
4 -
[ w—atarence 0 138) g Jom Ratarence (0 139 }
Melecular parameters {0,121 -12%) H Molecular + Clinical parametecs (0,098 -20% )
Cinical pacamelors {0,126 9%} Molecular paramalers + Radicmsc signatirs (0,109 -2T%)
Tumor volumes. (9.136. %) g Chncal parameters + Radomic sgnatuse (0.117: -15%)
Radiomic signae (© 126 9% 8 - Molecular + Cirvcal parameters + Ragiomic Soraure (3,089, -30%)
T | ]
6 10 L] 12 i}
Time (Months) Time (Months)
]
s
]
g
S a
E s
L b
£
w— Rafarance (0163 B — Refarance (0.183)
Molecular parameters (0 149 5% a Molecular + Clinical parmelers [0.119: -27%)
Clinical parameters (0.133: -18%) Molecular parameters = Radiomic signature (0 122 -25%)
Tumer volurmes (0,160 -2%) = - Clinical parameters + Radiomic signature (0.118. -28%)
Radiomie signature (0.137. -16%) g8 Molecular + Cinical paramensrs + Radomic signature (0.108: -37%)

0

2

Time (Months)

w

€ 12 " 1 ®

Time (Months)

Fig.2 Prediction error curves for stratifying PFS (upper row) and 0S (lower row) based on a single layer (left column}—ie, either molecular
(including MGMT promoter methylation status + global DNA methylation glioblastoma subtypes) or clinical (patient’s age + KPS, EOR, adjuvant
treatment) information or standard imaging parameters (tumor volumes from contrast enhancement, necrosis, and edema) or the radiomic
signature—or (right column) combining the information from multiple layers. Prediction error rates are given in brackets (including the percent-
age reduction compared with the null model with no explanatory value). Combining the information from multiple layers (right column) allowed
reduction of the prediction error beyond every single layer model (left column). The identified radiomic signature reduced the prediction error
beyond molecular and clinical features and combining molecular + clinical information and the radiomic signature yielded the highest accuracy,
with a reduction of the prediction error by 36% for PFS and 37% for 0S (compared with 29% and 27% for a model without the radiomic signature
that includes only molecular and clinical information).

Prediction error curve
Integrated Brier score

» Prediction error: time-dependent expected Brier score
* Integrated Brier score
* Weighted average of Brier score
« 0, perfect model
» 0.25, non-informative model with a 50% incidence
of the outcome

* Brier score: the squared difference between
observed survival status and a model based
prediction of surviving time t.

22
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Assessing the model performance

TABLE 1. Characteristics of Some Traditional and Novel Performance Measures

Aspect Measure Visualization Characteristics

Overall performance K2, Brier Validation graph Better with lower distance between ¥ and
Captures calibration and discrimination aspects

Discrimination c statistic ROC curve Rank order statistic, interpretation for a pair of

Calibration

Discrimination slope
Calibration-in-the-large

Calibration slope

Hosmer-Lemeshow test

Box plot

Calibration or validation graph

subjects with and without the outcome

Difference in mean of predictions between
outcomes; easy visualization

Compare mean (y) versus mean (v); essential
aspect for external validation

Regression slope of linear predictor; essential
aspect for internal and external validation; related
to “shrinkage” of regression coefficients

Compares observed to predicted by decile of

predicled probability

Reclassification

Clinical usefulness

Reclassification table
Reclassification statistic

Net reclassification index (NRI}

Integrated discrimination index (1DI)

Net benefit (NB)
Decision curve analysis (DCA)

Cross-table or scatler plot

Box plots for 2 models (one with,
one without a marker)

Cross-table

Decision curve

Compare classifications from 2 models (one with,
one without a marker) for changes

Compare observed outcomes to predicted risks
within ¢ fied categories

Compare classifications from 2 models
by outcome for a net calculation of ¢
the right direction

Integrates the NRI over all possible cut-offs;
equivalent to difference in discrimination slopes

for changes
ges in

Net number of true positives gained by using a
model compared to no model at a single

threshold (NB) or over a range of thresholds
(DCA)

EW Steyerberg et al. et al. Assessing the performance of prediction models: a framework for traditional and novel measures. Epidemiology 2010;21:128-38.

Evaluation of prediction model

* Calibration

: The ability to distinguish between yes/no, 0/1 on the
dependent variable
* Hosmer-Lemeshow test, Calibration plot

* Discrimination
: The ability to generate predicted probabilities that reflect
the true probability ofaOor 1

: Not dependent on arbitrary threshold choices
* ROC(Receive-Operating Characteristic) curve
* C-statistics

-109 -




Clinical Research Methodology Course

\ YONSEI

UNIVERSITY

Discrimination ability for binary outcome
* AUC (Area under the ROC curve)

= Averaged sensitivity for all possible values of specificity

= Probability that abnormal case rated higher than normal case
= ROC curve for predicted probability based on logistic reg.

= c-statistic (concordance index) for binary outcome

. Number of concordant pairs + 0.5(number of tied pairs)

Number of all informative pairs

where, taking all possible pairs of subjects consisting of one subject who experienced
the event of interest and one subject who did not experience the event of interest

= Concordant pair?

: the subject who experienced the event had a higher predicted probability of
experiencing the event than the subject who did not experience the event

55 YON SEI

M. UNTVERSITY

1.0
0.8
2 064
3 ),J
=
2
& 0.4- | 4
- ‘,"'
0.2+ —— CT-roported LN status 0.64 (0.57-0.70)
— Ciinical model 072 (0.65-079)
— Radiomics nomogram  0.81 (0.75-0.87)
0.0-.’ i

T T T T
0.0 02 04 08 08 1.0

1-Specificity

GW Ji, et al., Biliary Tract Cancer at CT: A Radiomics-based Model to Predict Lymph Node Metastasis and Survival Outcomes. Radiol 2019; 26
290: 90-98
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The TRIPOD Statement: Explanation and Elaboration

1. Traditional Measures

Discrimination refers to the ability of a prediction model to differentiate
between those who do or do not experience the outcome event. A
model has perfect discrimination if the predicted risks for all individuals
who have (diagnostic) or develop (prognasis) the outcome are higher
than those for all individuals who do not experience the outcome.
Discrimination is commonly estimated by the so-called concordance
index (c-index). The c-index reflects the probability that for any
randomly selected pair of individuals, one with and one without the
outcome, the model assigns a higher probability to the individual with
the outcome (526). The c-index is identical to the area under the
receiver-operating characteristic curve for models with binary endpoints,
and can be generalized for time-to-event (survival) models accounting
for censoring. For survival models, a number of different c-indices have
been proposed (527); authors should state clearly which measure is used,
including an appropriate reference. More recently, extensions to the
c-index for models with more than 2 outcome categories (528),
competing risks (529), and clustering have been proposed (170, 171).

Discrimination ability for survival outcome

*» C-statistic (Harrell’s)
« Harrell et al., Evaluating the yield of medical tests. JAMA 1982; 247(18): 2543-2546.

+ Harrell et al., Multivariable prognostic models: issues in developing models, evaluating
assumptions and adequacy, and measuring and reducing errors. Stat Med 1996;15:361-87

Modified c-statistic
* Uno’s c-index, Gonen and Heller’s c-index
+ Censoring pattern 1121 (skewed or heavy censoring)

* Time-dependent ROC curve

* Heagerty PJ, Lumley T and Pepe MS. Time-dependent ROC curves for censored survival data and a
diagnostic marker. Biometrics 2000; 56(2): 337-344.,

R R

iAUC with bootstrapping
* Integrated AUC

* Heagerty Pl and Zheng Y. Survival model predictive accuracy and ROC curves. Biometrics 2005;
61(1): 92-105.
+ AlZtel S50 mtat W 7hs

.
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Table 3: Prognosric Performance of Radiomics-based Models Compared with Other Models and Sraging Systems

Development Cahort

Test Cohort

Time-Dependent

Time-Dependent

Modd C Index PValue  Clndex AUC IBS PValuc
Preoperative radiomics model  0.77 (0.72, 0.82) Reference 0.78 (0.72, 0.84) 0.84 0.14 Reference
Postoperative radiomics model  0.81 (0.76, 0.85) 2 Reference 0.82 (0.76, 0.87) 0.8 0.13 Reference
Preoperative clinical model  0.68 (0.62, 0.74) <.001* 0.64(0.57,071) 071 0.18 <.001*
Postoperative dinical model  0.73 (0.67, 0.78) <.001'  0.63(0.55,0.71) 0.67 0.18 <.001
Preoperative ERASL model  0.57 (051, 0.63) <001*  0.57 (0.49, 0.64) 0.59 0.20 <.001"
Postoperative ERASL model 0,61 (0.54, 0.68) 0.64 <.001' 0.59(051,067) 0.63 0.19 <.001
Korcan model 053 (0.46,0.59) 0.56 <.001'  0.56(0.48, 0.64) 0.58 0.20 <.001'
0.54 (0.37,0.71) 0.52 .005*  0.54(0.33, 0.74) 051 0.19 o
051 (0.34,0.69) 0.51 004 0.51 (0.34, 0.67) 0.50 019 001
CLIP dassification ) 0.62 01 0.68(0.56, 0.80) 0.63 0.19  .04*
AJCC TNM (eighth edition) 0.56 009" 0.69(0.55, 0.84) 0.60 0.20 03"

i median AUC

Note.—Numbers in parentheses are the 95% 1. The time-dependent AUC rep h at various time paints. All

P alues were b from analyses comparing the C indexes of varios medlels by wsing the survcomp” package in R software. AJCC = American
Joint Comittee on Cancer, AUC = area under the receiver operating characteistic curve, BCLC = Barcelona Clinic Liver Canees, CLIP = Cancer
of the Liver Italian Program, ERASL. = Early Recurrence After Surgery for Liver Tumor, HKLC - Hong Kong Liver Cancer, IBS = integrated Brier
scare.

* Palue versus preoperative radiomics model

Pvalue versus postoperative radiomics model.

— Radiomics model-pre  —  Karaan model
— Radiomics modsi-post AJCC THM {ain)
10 = Cinicaimosei-pre P o
® — Clnical modet-post  —— HKLC stage
H ERASL-pre —— BCLC stage
€ ERASL—post
3 09 ——
Q i
§ | ™ —
—
08 — I
g e i
g..] 7_4/\
5 ,
E]
£ 6] -
< = =
05 = - =
12 24 3 48 60

Time after surgery (months)

Ji GW., et al. (2020). Radiomic Features at Contrast-enhanced CT Predict Recurrence in Early Stage Hepatocellular Carcinoma: A Multi-Institutional
Study. Radiology, 294(3), 568-579.
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Calibration plot

* Observed probability vs. Predicted probability

Parma (n = 1241)

' Cstatistic (95% CI) 078 (0.74 to 0.81) .
gos 3
« a
2 08 o
Zos E Cal
8 < z
é’ 04 2 £ R
=i § 06 i e
g 02 6 E
= ]
] 1 « |
= g 2
00 & B - Apparent
00 0z o4 08 08 1§ L —l
Nomogram Predicted Probability g .
£
3 o e ALITEEE 1)
H 02 04 06 08 1.0
5
" Predicted Pr{Class=1]
.5 F. g - 5.8 1 B= 200 repelitions, boot  Mean absolule error=0.062 =106

Predicted Probability According to Clinical Model

Coronary artery disease

No coronary artery disease

GW li, et al., Biliary Tract Cancer at CT: A Radiomics-based Model to Predict Lymph Node Metastasis and Survival Outcomes. Radiol 2019;
290: 90-98

TRIPOD statement: explanation and elabora
+ ‘rms’ R package

w
o
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Calibration-in-the-large

* In calibration plot,

* Intercept: the extent that predictions
are systematically too low or too high

* Slope: should be 1

Actusl LN Metastasis Rate

00 o0z oa 08 08 10

* At validation, calibration-in-the-large e
problems are common.

* Slope < 1: overfitting

+ GW Ji, et al., Biliary Tract Cancer at CT: A Radiomics-based Model to Predict Lymph Node Metastasis and Survival Outcomes. Radiol 2019;
290: 90-98 31

KSSR 20215
S

Test for Calibration
- Hosmer-Lemeshow test

* P >0.05 then the model fits well.

* have limited statistical power to evaluate poor
calibration.

* sensitive to the grouping and sample size.

* often nonsignificant for small N and nearly always
significant for large N.

* no indication of magnitude or direction of any
miscalibration

.. Prefer to give calibration plots.
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Assessing the model performance

TABLE 1. Characteristics of Some Traditional and Novel Performance Measures

Calibration Calibration-in-the-large

Calibration slope

Hosmer-Lemeshow test

Calibration or validation graph

Aspect Measure Visualization Characteristics
Overall performance R, Brier Validation graph Better with lower distance between ¥ and F.
Captures calibration and discrimination aspects
Discrimination c statistic ROC curve Rank order statistic, interpretation for a pair of
subjects with and without the outcome
Discrimination slope Box plat Difference in mean of predictions between

outcomes; easy visualization
Compare mean (y) versus mean (v'); essential
aspect for external validation
Regression slope of linear predictor; essential
aspect for internal and external validation; related
to “shrinkage™ of regression coefficients
Compares observed to predicted by decile of
d lity

Reclassification Reclassification table
Reclassification statistic

Net reclassification index (NRI}

Integrated discrimination index (1D1)

Cross-table or scatier plot

Box plots for 2 models (one with,
one without a marker)

Compare classifications from 2 models (one with,
one without a marker) for changes

d outcomes to predicied risks

ified categories

Compare classifications from 2 models for
by outcome for a net calcula r
the right direction

Integrates the NRI over all possible cut-offs;
equivalent to difference in discrimination slopes

Clinical usefulness Net benefit (NB)

Decision curve analysis (DCA)

Cross-table
Decision curve

Net number of true positives gained by using a
model compared to no model at a single

[KSSR 2021 mas"
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threshold (NB) or over a range of thresholds
(DCA)

EW Steyerberg et al. et al. Assessing the performance of prediction models: a framework for traditional and novel measures. Epidemiology 2010;21:128-38.
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The TRIPOD Statement: Explanation and Elaboration

2. Quantifying the Incremental Value of an

Additional Predictor

The advantage of multivariable analysis in contrast
to single-marker or test research is that it generates
direct evidence whether a test or marker has incremen-
tal value. However, quantifying the incremental value of
adding a certain, often new, predictor to established
predictors or even to an existing prediction model, by
using the increase or improvement in the general, tra-
ditional performance measures (such as calibration,
discrimination, or R?), is difficult to interpret clinically
(339, 340). Furthermore, there are concerns that such
performance measures as the c-index are insensitive for
assessing incremental value (341, 342), although its
role as a descriptive measure still remains useful (343).
Finally, statistical significance tests can be misleading,
because statistically significant associations of new
but weak predictors are easily found in a large
sample.

34
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Comparison of Prediction Models

* Assess the improvement in discrimination

¥ Clinical only vs. Clinical + Imaging
v Imaging only vs. Clinical + Imaging
v" 000 + Imaging #1 vs. 000 + Imaging #2

* The difference of two AUCs hardly significant.
* Need to quantify the improvement.

Pencina M, D'Agostino R, D'Agostino R, Vasan R (2008) Evaluating the added predictive ability of a new marker: from area
under the ROC curve to reclassification and beyond. Stat Med 27(2):157-172

Pencina MJ, D'Agostino RB, Steyerberg EW (2011) Extensions of net reclassification improvement calculations to measure 35
usefulness of new biomarkers. Stat Med 30(1):11-21

Alternative index for comparison

* NRI (Net Reclassification Improvement)

= Event NRI + Non-event NRI
= [P(up|D =1) - P(down|D =1)] + [P(down | D =0) - P(up|D =0)]

=R | Table 3. Reclassification Tables Korean J Radiol 2016;17(3):339-350
eport separately. Model with CCTA Finding

< 10% 10-20% = 20%

Model without CCTA Finding

Death (n = 92)

. Ca‘tegory-free N Rl <10% 17 (18.5) 13 (141) 0 (0.0)
) = 10% and < 20% 5(5.4) 4 (44) 19 (20.7)
* Continuous NRI > 20% 0 (0.0) 5(5.4) 29 (31.5)
. - Survivor (n = 868)
c_on5|de_rs any_Change <10% 525 (60.5) 70(8.1) 0 (0.0)
n pred|cted risk > 10% and < 20% 104 (12.0) 25(2.9) 58 (6.7)
for each individual age i o B

Values are numbers (percentages). Event NRI = (13 + 19 + 0) / 92
-(5+5+0) /92 = (14.1% + 20.7%) - (5.4% + 5.4%) = 24.0%,
Non-event NRI = (104 + 35 + 12) / 868 - (70 + 58 + 0) / 868 =
(12.0% + 4.0% + 1.4%) - (8.1% + 6.7% + 0.0%) = 2.6%,
Category-based NRI = 0,240 + 0,026 = 0,266 (95% (I, 0.131-0.400),
Category-free NRI = 0.840 (95% (I, 0.654-1.025).

CCTA = coronary computed tomographic angiography, CI =
confidence interval, NRI = net reclassification improvement
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Alternative index for comparison

* IDI (Integrated Discrimination Improvement)

= (pnew,events - pald,events) & (pnew,nonevents - patd,nonevents)

* the difference in mean predicted probability between the two groups

= Example)
Subject Pr_new model Pr_old model
1 0.6998 0.8498
Event
a 0.8556 0.3465
a+l 0.8309 0.6493
Non-event
b 0.4062 0.1433

IDI = 0.057 (= 0.051 - [-0.005])

YONSEI

UNIVERSITY

The TRIPOD Statement: Explanation and Elaboration

3. Utility Measures

Explanation

Both discrimination and calibration are statistical
properties characterizing the performance of a predic-
tion model, but neither captures the clinical conse-
quences of a particular level of discrimination or de-
gree of miscalibration (359, 360). New approaches,
such as decision curve analysis (361-363) and relative
utility (364-366), offer insight to the clinical conse-
quences or net benefits of using a prediction model at
specific thresholds (349). They can also be used to
compare the clinical usefulness of different models: for
example, a basic and extended model fitted on the
same data set, or even 2 different models (developed
from 2 different data sets) validated on the same inde-
pendent data set (367).

w
co
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Statistics
Research Article
Assessing the incremental predictive
performance of novel biomarkers over
standard predictors
Table I1. Comparison among the four methods—simulation results (scenario 2).
Mean  Standard deviation Median
Method 1 (add W to X1. X2. X3, X4)
C before adding W 0.841 0.069 0.851
C after adding W 0.873 0.044 0.874
Difference in C -statistic 0.031 0.028 0.022
NR1 0.530 0.129
IDI 0.057 0.034
Method 2 (add W to risk score from current study)
C before adding W 0.841 0.069 0.851
Poorer performance in the new sample
* Overfitting
. leferem:e in populatlons
C befic ndBng W 0.730 0.108 0738
C after adding W 0.815 0.047 0.806
Difference in C-statistic 0.085 0.113 0.075
NRI 0.621 0.120 0.628
IDI 0.093 0.043 0.089
Method 4 (add W to a moedel with only intercept, null model)
C before adding W 0.500 N/A 0.500
C after adding W 0.761 0.008 0.761
Difference in C -statistic 0.260 N/A N/A
NRI 0.767 0.033 0.767
IDI 0.153 0.022 0.155 39
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Assessing the model performance

TABLE 1. Characteristics of Some Traditional and Novel Performance Measures.
Aspect Measure Visualization Characteristics
Ovenall performance R, Brier Validation graph Better with lower distance between ¥ and F
Captures calibration and discrimination aspecis
Discrimination e statistic ROC curve Rank ord stic; interpretation for a pair of
subjects with and without the outcome
Discrimination slope Box plot Difference in mean of predictions between

Calibration Calibration-in-the-large

Calibration slope

Hosmer-Lemeshow test
Reclassification Reclassification table

Reclassification statistic

Net reclassification index (NRI)

Integrated discrimination index (1D1)

Calibration or validation graph

Cross-table or scatler plot

Box plots for 2 models (one with,
- I

outcomes; easy visualization

Compare mean (y) versus mean (¥); essential
aspect for external validation

Regression slope of linear predictor; essential
aspect for internal and e I validation; related
to “shrinkage” of regression coefficients

Compares observed to predicted by decile of
predicted probability

Compare classifications from 2 models (one with,
one without a marker) for changes

Compare observed outcomes to predicted risks
within cre ified categories

Compare classifications from 2 models for changes
by outcome for a net calculation of changes in
the right direction

Integrates the NRI over all possible cut-ofts;

o

Clinical usefulness Net benefit (NB)

Decision curve analysis (DCA)

Cross-table
Decision curve

Net number of true positives gained by using a
model compared to no model at a sin
threshold (NB) or over a range of thresholds
(DCA}

EW Steyerberg et al. et al. Assessing the performance of prediction models: a framework for traditional and novel measures. Epidemiology 2010;21:128-38.
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Decision Curve Analysis: A Novel Method
for Evaluating Prediction Models

Andrew J. Vickers, PhD, Elena B. Elkin, PhD
Med Decis Making 2006;26:565-574

Harm of missed treatment
=

Harm of unnecessary treatment

A/ UNTVERSITY

&) YONSEI

\ - = None
N Al

Decision curve = S,

— Radiomics nomogram

Net benefit

T T T T T
0.0 02 04 0.6 0.8 1.0
Threshold probability

* All: the assumption that all patients have LN metastases.
* None: the assumption that no patients have LN metastases.

* (y-axis) Net Benefit: summing the benefits %TP) and subtracting the harms (FP),
weighting the latter by the relative harm of forgoing treatment compared with
the negative consequences (harm) of an unnecessary treatment.

P
* Relative harm: 1-, ,

p¢ : threshold probability; where the expected benefit of treatment is equal to the
expected benefit of avoiding treatment

GW Ji, et al., Biliary Tract Cancer at CT: A Radiomics-based Model to Predict Lymph Node Metastasis and Survival Outcomes.
Radiol 2019; 290: 90-98
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* p¢, threshold probability — " -
pa+(-p)b=pe+(1-p)d. i 2 -
c d

By some simple algebra:

pa-pc=(1-p)d-(1-p)b
=> pla -c) = (1-p)(d-b)

=a-c=1-p,

d-b P

* a-c: harm associated with a FN
* d-b: harm associated with a FP

—— CT-reported LN status
04 — Clinical model
—— Radiomics nomogram

Net benefit

* Interpretation LI B T
* If the threshold probability is over 10%, the application of
radiomics model to predict lymph-node (LN) metastasis adds
more benefit than treating all or none of the patients,
clinical prediction model, and CT reported LN status.

* The net benefit was comparable in lower threshold probability, on the
basis of the radiomics nomogram and the clinical model.

* [If the test were harmful, the net benefit ~ of the “ALL".

GW Ji, et al., Biliary Tract Cancer at CT: A Radiomics-based Model to Predict Lymph Node Metastasis and Survival Outcomes. 14
Radiol 2019; 290: 90-98
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How to make a decision curve?

1. Select a p, )
2. Positive test defined as P2 p,
3. Calculate “Clinical Net Benefit” as:

TruePositiveCount  FalsePositiveCount
P
n n

l—p.

4. Vary p;over an appropriate range

* Extension
* Net Benefit

“holistic” estimate of the negative consequence of having to take the test (cost, inconvenience, medical
harms, etc.) in the units of a true-positive result.
Ex. FN is 50 times worse than having to undergo testing,

= test harm=0.02

= If the test was perfect, we would probably perform no more than 50 tests to find a cancer

.
Available software
Outcome Measures SPSS (Menu) MedcalC (Menu) R (Packages or Functions)
Calibration Test [Analyze] [Regression] PredictABEL
= [Regression] = [Logistic regression] | ResourceSelection
— [Binary Logistic] rms
Binary c-index [Analyze] [Statistics] PredictABEL
— [ROC Curve] —[ROC curves] pROC
NRI, IDI Not Available Not Available PredictABEL
Hmisc
Calibration Test Not Available Not Available Rms
pec
Survival c-index Not Available Not Available Survival
(Time-to-event) pec
NRI, IDI Not Available Not Available Hmisc
survIDINRI -
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Assessing the model performance

TABLE 1. Characteristics of Some Traditional and Novel Performance Measures.
Aspect Measure Visualization Characteristics
Overall performance R, Brier Validation graph Better with lower distance between ¥ and .
Captures calibration and discrimination aspects
Discrimination c statistic ROC curve Rank order statistic, interpretation for a pair of
subjects with and without the outcome
Discrimination slope Box plot Difference in mean of predictions between

Calibration Calibration-in-the-large

Calibration slope

Hosmer-Lemeshow test
Reclassification Reclassification table

Reclassification statistic

Net reclassification index (NRI)

Integrated discrimination index (1D1)

Clinical usefulness Net benefit (NB)

Decision curve analysis (DCA)

Calibration or validation graph

Cross-table or scatler plot

Box plats for 2 models (one with,
one without a marker}

Cross-table

Decision curve

outcomes; easy visualization

Compare mean (y) versus mean (v'); essential
aspect for external validation

Regression slope of linear predictor, essential
aspect for infernal and external validation; related
to “shrinkage” of regression coefficients

Compares observed to predicted by decile of
predicted probability

Compare classifications from 2 models (one with,
one without a marker) for changes.

Compare observed outcomes to predicted risks
within cross-classified categories

Compare classifications from 2 models for changes
by outcome for a net calculation of changes in
the right direction

Integrates the NRI over all possible cut-offs;
equivalent to difference in discrimination slopes

Net number of true positives gained by using a
model compared to no model at a single
threshold (NB) or over a range of thresholds
(DCA)

v’ Internal validation
v External validation
v"Model Updating

EW Steyerberg et al. et al. Assessing the performance of prediction models: a framework

for traditional and novel measures. Epidemiology 2010;21:128-38.

e
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Thank you for your attention
e-mail: khhan@yuhs.ac
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How to validate and report a prediction model

Os

YONSEL R

UNIVERSITY

How to validate and report a prediction model

Kyunghwa Han, Ph.D.

Research Assistant Professor, Biostatistician
Department of Radiology,

Research Institute of Radiological Science,
Center for Clinical Imaging Data Science,

Yonsei University College of Medicine

Assessing the model performance

TABLE 1. Characteristics of Some Traditional and Novel Performance Measures

Aspect Measure Visualization
Ovenall performance R, Brier Validation graph
Discriminatio ¢ satstc ROC curve

Discrimination siope. Box plat
Calibation Caibration-in-the-large Calibraion o validation graph

Calibration siope

Ho

Reclassification tion table Cross-table or scatter plot

tion statistic

ification index (NRI)

s for 2 models (one with,
ithout a marker)

Integrated discrimination index (IDI)

Clinical usefulness  Ne ~NB) o
Decision curve analysis (DCA) Decision curve

model compare
threshold (NB)
(DCA)

v Internal validation
v External validation
v M Od e' U p d atl n 8 EW Steyerberg et al. et al. Assessing the performance of prediction models: a framewaork

for traditional and novel measures. Epidemiology 2010;21:128-38.
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Validation of Prediction Model

Internal validation External validation

* Reproducibility - Generalizability

Purpose - Preventing against over-
interpretation of current - External applicability
data

- Split-sample validation
- Temporal validation
Method |- Cross-validation
- Fully independent validation
- Bootstrap validation

Split-sample validation

Table 1: Demegraphic and Clinical Charasteristies of Included Patients

* Training
* 2015.5-2016.1

* Test
* 2016.1-2016.9

OR
* Random sampling

Bonekamp D., et al. (2018). Radiomic Machine Learning for Characterization of Prostate Lesions with MRI: Comparison to ADC Values. Radiology,
289(1), 128-137

-123-



Clinical Research Methodology Course

5-fold cross-validation

¢— Total Number of Dataset ——»
Experiment 1 | [ | \

[ ] Training
Validation

Experiment 2 | | I l I |
1 |

Experiment 3 | | | |

Experiment 4 | | [ | [ |

Experiment 5 | | [ | | |

nested cross-validation

uter ¢

validation

Estimate predictability with cross-validation

el (NNET Cross-validation 1 Test 1 el N NET CrOSS-validation m) Testm
v |

:
Choose the best parameters with cross-validation Choose the best parameters with cross-validation
Validation 1 i " ‘ = ‘ Validation 1 g Validation n|
Paramoters |
T ] L

Pareies H_|

Parameters Parameters

v v
B - | - PEEEEN oo | o

Report predictability

Fig 2. In the “Nested cross-validation™ approach, first (outer) cross-validation is performed to estimate predictability of the data. In each
iteration, data are divided into training and test sets. Before training, another (inner) cross-validation loop is used to optimize parameters. As model
weights (fitted models) and parameters are different at every partition, it is not possible to report accuracy or statistical significance about a particular set
of parameters or model weights.

doi:10.1371/journal. pone.0161788.9002

An Efficient Data Partitioning to Improve Classification Performance While Keeping Parameters Interpretable. PLoS ONE 2016

o
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Figure 2. Clinical Predict DAPT Study
R, e e e Patients (Derivation Cohort, 11 648 Patients)
- = = o
1203 5 5 <
ness-of-fit test.'** The primary models were internally vali- e »
dated using bootstrap resampling for 200 iterations.'* Foreach :’;:ibleiwﬁ 3
- - . .y 2

resampling, the stepwise selection process was rerun, and the W75
discrimination of the bootstrap model was assessed in the boot- A H
strap sample and the full data set. The mean difference be- e ating !

abetes melitus
tween these bootstrap model values was defined as the “op- M 3t presentation 1
timism,” and was subtracted from the final reported :xuulwfﬁ.w‘:“m 1
discrimination of the models.'* e ]

CHF or LV 30% 2 B

R R T T g S T R T
Clinical Prediction Score

the model. The ischemic model had moderate discrimination
(c statistic, 0.70 [95% CI, 0.68-0.73]) and was well calibrated
(goodness-of-fit P = .81).

Increasing age was a significant independent predictor of
bleeding, but not of ischemic events (Table 2). No tested
interactions between covariates and randomized treatment
for bleeding were tetained in the model. The bleeding
model showed similar discrimination to the ischemia model
(c statistic, 0.68 [95% CI, 0.65-0.72]) and was well calibrated
(goodness-of-fit P = .34). After bootstrap internal validation,
optimism-corrected c statistics for both the ischemia (0.68
[95% CI, 0.65-0.70]) and bleeding models (0.66 [95% CI,
0.62-0.70]) were similar.

Yeh et al., Development and Validation of a Prediction Rule for Benefit and Harm of Dual Antiplatelet Therapy Beyond 1 Year After 7
Percutaneous Coronary Intervention. JAMA. 2016;315(16):1735-1749

Bootstrap validation

* Internal validated performance ('8 1t78)
+ B7H€| bootstrap sample2 ==
« Zf sampleX|A modelZ TtS: bootstrap model

» bootstrap model £ 0|-&3}0{ &iF sampled| Ciist AUC A4k

* bootstrap model & 0| &30 &2l At=0f CHSH AUC A4k AUC,
=0| 182 B0 9| bootstrap sampleO|| CH3{ A|ZH

» Bootstrap-validated estimate of the AUC
(el A= 2| AUCE - {B7H 2| At0|=2| B (mean(AUC,; - AUC,; )}

Optimism correction
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Bootstrap validation

* Simulation-based

Estimated Populatio

Bootstrap
Sample

Bootstrap
Sample

Bootstrap
Sample

-1 r -4
s v v v
estimate  estimate  octimate estimate estimate estimate
Bootstrap Fl S True

’ . S ——
Sampling distribution 7 \  Sampling distribution
~

https://newonlinecourses.science.psu.edu/stat555/node/119/

[KSSR 2021 ==5"
e

Bootstrap validation

* Bootstrap with 500 resampling (when c=0.737)

Replicate ¢ (optimism
(bootstrap (orzgmal data) corrected)
sample)

0.7531 0.7411 0.0120 0.7250
2 0.7356 0.6914 0.0441 0.6929

* Bootstrap-validated estimate of the AUC
{2} Xt2 2l AUC} - {B7H2l Xt0| 2| B (mean(AUC,; - AUC,))}
= 0.737 - 0.034 = 0.703 (+ 0.03), (95% Cl: 0.634, 0.741)

10

amine sl
Iwna
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2-way holdout method
(train/test split)

Large dataset
= Confidence interval via
normal approximation
Performance
‘estimation
= (Repeated) k-fold cross-validation
without independent test set
Small dataset

Leave-one-out cross-validation
without independent test set

Confidence interval via
0.632(+) bootstrap

3-way holdout method
(train/validation/test split)

Model selection
(hyperparameter optimization)
and performance estimation

(Repeated) k-fold cross-validation
with independent test set
Leave-one-out cross-validation
with independent test set

Multiple independent
training sets + test sets
(algorithm comparison, AC)

McNemar test

del MC)
Model & algorithm (model comparison, MC)
comparison Cochran's Q + McNemar test

Mc)

1y

Combined 5x2cv F test (AC)
Nested cross-validation (AC)

Figure 23: A recommended subset of techniques to be used to address different aspects of model
evaluation in the context of small and large datasets. The abbreviation "MC" stands for "Model
Comparison,” and "AC” stands for " Algorithm Comparison,” to distinguish these two tasks.

11
Sebastian Raschka. Model Evaluation, Model Selection, and Algorithm Selection in Machine Learning. arXiv:1811.12808 [cs.LG]

'.) Journal of
Epidemiology

Journal of Clinical Epidemiology 103 (2018) 131—133

COMMENTARY
Validation in prediction research: the waste by data splitting

b,k

Ewout W. Steyerberg’
*Professor of Clinical Biostatistics and Medical Decision Making, Chair. Department of Biomedical Data Sciences, Leiden University Medical Center,
Leiden, The Netheriands
}'mei-nnr of Medical Decision Making, Department of Public Health, Erasmus MC, Rotterdam, The Netherlands
Accepted 24 July 2018: Published online 29 July 2018

* Split data or internal validation?

* random data splitting should be abolished for validation of
prediction models

* In small samples, cross-validation and bootstrapping are more
efficient approaches.
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Journal of
Croshark Clinical
Epidemiology

ELSEVIER Jourral of Clinical Epidemiology 79 (2016) 76—85

Geographic and temporal validity of prediction models: different
approaches were useful to examine model performance

Peter C. Austin®™**, David van Klaveren™®, Yvonne Vergouwe”, Daan Nichoer”,
Douglas S. Lee®™', Ewout W. Steyerberg”

* Geographical or temporal?

* Validation studies of clinical prediction models should
carefully describe whether overall validity of a model is
reported, or that transportability is addressed by assessment
of geographical or temporal variability in performance.

13

4 ~ Journalof
; Cromick Clinical
e Epidemiolo
ELSEVIER samal of Clinical Epidemiclogy 68 (2015) 279—2 %

ORIGINAL ARTICLES

A new framework to enhance the interpretation of external validation
studies of clinical prediction models

Thomas P.A. Debray™", Yvonne Vurgnuwu". Hendrik Koffijberg®, Daan Nieboer”,
Ewout W. Steyerberg™', Karel G.M. Moons™!

* Internal validation studies assess model reproducibility.

* External validation studies do not necessarily assess model
transportability (to a large extent).

* When externally validating a prediction model, researchers
should evaluate and quantify the relatedness between the
population of the development and validation samples

* otherwise, inferences on the actual clinical value or
transportability of a prediction model may be misleading and
cause prediction models to be implemented in incompatible
populations.

14

-128 -



KSSR 2021

The 8th Korean Spring Symposium of Radiology

S ot
Ghact n
- Epidemiology

ORIGINAL ARTICLE
External validation of clinical prediction models: simulation-based
sample size calculations were more reliable than rules-of-thumb

Kym LE. Snell*", Lucinda Archer®, Joie Ensor”, Laura J. Bonnett”, Thomas P.A. Debray<,
Bob Phillips”, Gary S. Collins*’, Richard D. Riley

Alfixed SD(LP) of 0=0.2 i Al fixed SD(LP) of a=1.0

e { Base prasabaty

Table 3. Sample size and number of events required to target precise
performance measures in an external validation study of a DVT predic.
tion mod: ith an assumed linear predictor that follows a Normal(-
1.75, 1.47%) distribution and assuming the model is well calibrated
ty=0and 5=1inEq

Performance Measure Targeted 95%  Sample size (events)

At bass probabayz0 & Cl width viahad o scliive. I il
T o4 C-statistic 01 385 (85)
\} H ith Calibration slope 0.2 2430 (531)

! Lnlobserved/expected) 0.2 1379 (302)

e T

different ffective sample s
nels A and B), or compai

sedd e number of eveats in the
by SDILPY at fived bass probabilities (pansls

Sample size calculation for external validation

Minimum sample size for external validation of a clinical
prediction model with a binary outcome

Richard D. Riley!® | Thomas P. A. Debray?” | GaryS. Collins*® | Lucinda Archer'0 |
Joie Ensor'® | Maarten van Smeden®® | Kym L. E. Snell!

to precisely estimate

* calibration (Observed/Expected and calibration slope)
* discrimination (C-statistic)

* clinical utility (net benefit)

Statistics in Medicine. 2021 in press
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Reporting guidelines

http://www.equator-network.org/

g equa tor Enhancing the QUAIity and R

German | Portuguess
Fetwork Transparency Of health Research Saman | Ecriguscn

m Aboutus Library Toolkits Courses & events News Blog Librarian Network Contact

Your one-stop-shop for ing and publishing high-impact health research
ines | improve your wriling | join our

Library for health Reporting guidelines for main
research reporting study types

The Library contains a comprehensive searchabie
database of reporting guidelines and also links to

CONSORT Exiensions
STROBE Extensions

other resources relevant to research reporting. ‘Systamatic reviews PRISMA  Extensions
Study protocols SPIRIT PRISMA-P
Search for reporting i
" guidelines Diagnosticiprognostic studies  STARD IRIPOD
Not sure which reporting ; g LEETHEWORLDHNCOW)
? guideline to use? Clinical practice guidelines AGREE RIGHT Register with us
Qualitative research SROR COREQ AR
Reparting guidelines -
X  under deveiopment Pre-cinical studies. - 2RAIVE e 0o 0 0 0
Quality improvement studies SQUIRE  Exensions
@ Vitmeivrry for Econonuc evaluations CHEERS

more resources

See all 463 reporting guigelines

18
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STARD 2015: An Updated List
of Essential Items for Reporting
Diagnostic Accuracy Studies’

The STARD 2015 List
Section and Topic No  Hem
TITLE OR ABSTRACT
1 identfication as a study of diagnostic accuracy using at least one measure of Jccuracy (such as sensitivity, speciicity, predictive values,
orAlC)
ABSTRACT
2 ‘Structured summary of study design, methods, resuts, and conclusions (for specific guidance, see STARD for Abstracts)
INTRODUCTION
3 ‘Scientific and clinical backoround, inchuding the infendad use and dinical role of the index test
4 Study objectives and hypotheses
METHODS
Study design 5 Whether data collection was planned before the index test and (prospective study) or after
(retrospeciive study)
Participants Eligibility crileria
On what bas ally eligile participants were i resulls from previ nclusion in regisiry)

‘Where and when potentially eligible participants were identiied (sefting, location and dates)
Whether participants formed a consecutive. random of convenlence sefies

©o-o

Test methods 10a  Index test, in sufficient detail to allow replication
100 Reference standard, in sufficient detail to allow replication
1 Rationale for choosing the ref dard (f exist)
122 Definition of and rationale for test positivity cut-offs or result categories of the index test. pre-specified from exp ¥
120 Definition of and rationale for test positivity cut-offs or result categories of the reference standard, distinguishing pre-specified from
exploratory

132 Whether clinical information and refesence standard results were available fo the performers/readers of the index test

130 Whether clinical information and index test results were available to the assessors of the reference standard
Analysis 14 Methods for estimating or comparing measures of diagnostic accuracy

15 How indeterminate index lest or reference standard resuits were handled

16 How missing data on the index test and reference standard were handled

17 Any analyses of variabifity in diagnostic accuracy, distinguishing pre-specified from exploratory

18 ple size and how it was
RESULTS
Participants 19 Flow of participants, using a diagram
20 Baseline demographic and clinical characteristics of participants
212 Distribution of severity of diseasa in those with the target condifion
21b Distribution of altemative diagnoses in those without the target condition
22 Time interval and any clinical interventions between index lest and reference standard
Test rosults 23 Cross tabulation of the index test resuits (or their distribution) by the results of the reference standard
EL Estimates of g i and their pracsic 95% confidence intervals)
25 Any adverse events from performing the index test or the reference standard
DISCUSSION
26 Study limitations. induding sources of polential bias, statistical uncertainty, and generalisability
bl Implications for practice, including ihe inlended use and clinical role of the index test
OTHER INFORMATION

28 Registration number and name of registry
29 Where the full study profocal can be accessed
30 Sources of funding and other support; role of funders

20
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Annals of Intemal Medicine RESEARCH AND REPORTING METHODS

Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis (TRIPOD): The TRIPOD Statement

Gary 5. Collins, PhD; Johannes B. Reitsma. MD, PhD; Douglas G. Aman, DSc; and Karel G.M. Mcons, PhD

Annals of Intemal Medicine RESEARCH AND REPORTING METHODS

Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis (TRIPOD): Explanation and
Elaboration

Karel G.M. Moons, PhD; Douglas G. Altman, DSc; Johannes B. Reitsma, MD, PhD: John P.A. loannidis, MD, DSc;
Petra Macaskill, PhD; Ewout W. Steyerberg, PhD; Andrew J. Vickers, PhD: David F. Ransohoff, MD; and Gary 5. Collins, PhD

Ann Intern Med. 2015;162:55-63.
Ann Intern Med. 2015;162:W1-W73.

21

TRIPOD Checklist: Prediction Model Development and Validation

Section/Topic Item Checklist ltem
Title and abstract
Tite 1 Dy | ldentify the study as developing and/or validating a multivariable prediction model, the
5 target population, and the outcome to be predicted
Abstract 2 DV Provide a summary of objectives, study design, setling, parficipants, sample size,
y predictors, outcome, statistical analysis, results, and conclusions.
Introduction
Explain the medical context (including whether diagnostic or prognostic) and rationale
Backgrouna 3a | DV | for developing or validating the multivariable prediction model, including references fo

and objectives existing models.

3b DV Specify the objectives, including whether the study describes the development or
. validation of the model or both
Methods
4a DV Describe the study design or source of data (e.g., randomized trial, cohort, or registry
Source of data d data), arately for the de p and validation data sets, il
ab DV Specify the key study dates, including start of accrual; end of accrual; and, if applicable,
i end of follow-up
sa D | Specity key elements of the study setting (e.g., primary care, secondary care, general
Participants g population) including number and location of centres.
5b DV Describe eligibility criteria for p nt:
5¢ DV | Give details of treatments recewed if relevant
6a p | Clearly define the outcome that is predicted by the prediction model, including how and
Outcome A when
6b DV | Reportany antlnns to blind assessment of the outcome to be predicted_
7a DV Clearty define all predictors used in developing or validating the multivariable prediction
Predictors g model, including how and when they were measured.
7 Dv Report any actions to blind assessment of predictors for the oulcome and other
2 prediclors.

Sample size 8 D.V_| Explain how the study size was arrived at.

Describe how missing data were handled (e.g., complele-case analysis, single
MiBsng s 9 | PV | imputation, muttiple imputation) with detais of any imputation metnod

10a D Describe how predictors were handled in the analyses

Specify type of model, all modei-building procedures (including any predicior selection),

Statistical s o and method for intemnal validation
analysis 10¢ v For validation, describe how the predictions were calculated.
methods 10d DV Specify all measures used to assess model performance and, if relevant, to compare
3 muliiple models

10e Vv Describe any model updating (e.g., recalibration) arising from the validation. if done.
Risk groups 1 DV Provide details on how risk groups were created, if done.
Development 12 v For validation, identify any differences from the development data in setting, eligibility
vs_validation criteria, outcome, and predictors.

22
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Results
Describe the flow of participants through the study, including the number of participants
13a D;V | with and without the outcome and, if applicable, a summary of the follow-up time. A
diagram may be helpful
Participants Describe the characteristics of the participants (basic demographics, clinical features,
13b | D}V | available predictors), including the number of participants with missing data for
predictors and outcome.
13 For validation, show a comparison with the development data of the distribution of
C A 4
important variables (demographics, predictors and outcome).
Model 14a D Specify the number of participants and outcome events in each analysis
development 14b If done, report the unadjusted association between each candidate predictor and
outcome
Model 15a D Preser!t the full prediction model to allow _predicﬂons for w‘ndi\ﬂdugls (i.e., all regression
specification coefficients, and model intercept or baseline survival at a given time point).
15b D Explain how to the use the prediction model.
g:r?:rlman e 16 DV Report performance measures (with Cls) for the prediction model

if done, report the results from any model updating (i.e., model specification, model

Model-updating | 17 V| performance).

Discuss any limitations of the study (such as nonrepresentative sample, few events per

Limitations 18 DV b
predictor, missing data)
19a v For validation, discuss the results with reference to performance in the development

bl data, and any other validation data.

Interp 190 DV Give an c_werall interpretation of the I‘ESUI!S_. considering objectives, limitations, results
g from similar studies, and other relevant evidence.
Implications 20 DV Discuss the potential clinical use of the model and implications for future research.
Other information
Supplementary 21 p:y | Provide information about the availability of supplementary resources, such as study
information ¢ protocol, Web calculator, and data sets.
Funding 22 DV | Give the source of funding and the role of the funders for the present study.

23

How to present Prediction Model?

Regression formula
Scoring system
* Nomogram

* etc...

24
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Table 2. Multivariable Logistic Regression Analysis in Derivative Cohort

0ld Model New Model
Adjusted OR 95% CI P Adjusted OR 95% (I P
Age, years 1.073 1.021-1.128 0.005 1.059 1.005-1.115 0.031
Sex, male 3.899 2.381-6.385 <0.001 3.311 1.996-5.492 <0.001
Hypertension 1.458 0.861-2.468 0.161 1.282 0.745-2.206 0.369
Diabetes 2.755 1.750-4.338 <0.001 2.407 1.504-3.852 <0.001
Hyperlipidemia 0.838 0.457-1.538 0.569 0.754 0.403-1.413 0.379
Significant CAD at CCTA 4.669 2.789-7.816 < 0.001

CAD = coronary artery disease, CCTA = coronary computed tomographic angiography, (I = confidence interval, OR = odds ratio

* The predicted probability for a patient to death

exp (-8.527 + 0.057 age + 1.197 male + 0.249 hypertension
" 1+exp (-8.527 + 0.057 age + 1.197 male + 0.249 hypertension

+ 0.878 diabetes - 0.282 hyperlipidemia + 1.541 significant CAD)
+ 0.878 diabetes - 0.282 hyperlipidemia + 1.541 significant CAD)

* EX) the predicted probability for a 77-year-old man with both hypertension
and diabetes and significant CAD on CCTA
exp (-8.527 +0.057 x 77 + 1.197
" 1+ exp (-8.527 + 0.057 x 77 + 1.197

4 0.249 + 0.878 + 1.541)
+0.249 + 0.878 + 1.541)

=43.22%.

Korean J Radiol 2016;17(3):339-350
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Table 4. Scoring System to Calculate Point Values for Risk Score

Variables A (1) Categories (2) Reference Value (W) (2) B (W - Wi) (3)  Points; =8 (W - W) / B (4, 5)
70-74* 72 (Weer) 0 0
75- 77 j
Age 0.057 5-79 0.285 2
80-84 82 0.570 2
85-92 88.5 0.941 3
oy S Female 0 (Wer) 0 0
Male 1 1.197 4
. No* 0 (Weer) 0 0
Hypertension 0.249
Yes 1 0.249 1
3 No* 0 (W 0 0
Diabetes 0.878 (e
Yes 1 0.878 <)
e — No* 0 (Weer) 0 0
Hyperlipidemia -0.282
AT Yes 1 -0.282 -1
Significant CAD 1.541 i (N ! g
Yes 1 1.541 5

*Reference category

1) Estimate the regression coefficients () of the multivariable model

2) Organize the risk factors into categories, determine the reference category, and reference values for each variable
3) Determine how far each category is from the reference category in regression units

4) Set the base constant (constant B)

5) Determine the number of points for each of the categories of each variable

CAD = coronary artery disease

Korean J Radiol 2016;17(3):339-350
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Effect of Microvascular Invasion Risk on Early Recurrence of
Hepatocellular Carcinoma After Surgery and
Radiofrequency Ablation

Sunyoung Lee, MD. 111 Tae Wook Kang, MD.* Kyoung Doo Song, MD.* Min Woo Lee, MD.*
Hyunchul Rhim, MD," Hyo Keun Lim, MD,"} So Yeon Kim, MD,} Dong Hyun Sinn, MD.§
Jong Man Kim, MD, Kyunga Kim, PhD,1| and Sang Yin Ha, MD"™

TABLE 3. Multivariable Analysis of Predictors of Microvascular Invasion and Creation of the Microvascular Invasion Risk Score

Multivariable Analysis
Variable OR (95% CI) P
a-FP =15, ag/ml. [a-FP<15] 346 (1.62-7.39) 0001
PIVKA-IT >48, mAU/mL [PIVKA-II<48] 3411 0.003
Ancnial peritumoral cnhancement [absence] 507 (236-10. <0001
15.98 (6.73-37! <0001

Periumoral hypointensity on HBP [absence|

first column. Mulivariable logistic regression model was performed using sepwise backward

The reference categary for each categorical variable is in the square brackets
alf. The MV risk score is obtained by adding the total numberof points scored in each of the 4

ere simplified by rounding them

variable selection, The scaled coefficients
varighles.
MELD indicates Model for End-Stage Liver Discase.

Pkt i e v Predicted risk of microvascular invasion

[ eiopeoten vt gy _[Forts |

215 1

[TRAP—

= rast o Porcentage of Patlents in Risk Calogory, %

Mot Esiomai Valiiation
Cohart in = 101)

Dervalion
Cohor (n = 278)

FIGURE 2. Fourvariable risk index for microvascular invasion in patients with a small
: A iy el o

wasable

<3 cm) hepatocellular carcinoma. This model
to ranging g 74.8%i
of & in the external validation cohort.

a risk score

Ann Surg 2021;273:564-571
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Nomogram

*  Greek vopog nomos, “law” and ypappn gramme, “line”
* Parallel coordinate system = individualized predictions

0 10 20 30 40 50 60 70 80 90 100
Points L L ¥
age —
60 65 70 75
BMI
menopause
HTN
Total Points T T 1
20 140 160
Probability r T T T T !
0.000 001 005 02 06 0.95

[KSSR 2021 ==5"
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Summary

* Multivariable regression modeling
* Machine Learning classifier

* Predictors should be selected using both clinical knowledge
and statistical reasoning.

* The model performance should be evaluated in terms of both
calibration and discrimination.

* The validation, especially external validation, is an important
aspect of establishing a predictive model.

* Performance of different predictive models can be compared
using c-index, NRI, and IDI.

* Presentation of a predictive model

29

Thank you for your attention
e-mail: khhan@yuhs.ac
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Clinical Research Methodology Course - Intermediate Course
16:00-16:40 Room 2

Noninferiority testing in radiology research

oF A of

—

EeAESt SR
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Noninferiority testing in
radiology research
2021-06-24
Mgt CHet Bt o|st o] FA| Sl o ZX %*(Korean

I
Spring SympoaunlofRa iology; KSSR)

d
EYMEME Y

Introduction: rationale, examples
Statistical Concept of Equivalence/Noninferiority
— hypothesis
* Noninferiority Margin
— General Principles
— Radiologic Perspective
* Examples
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nomenclature

 Active control, standard treatment/modality (AC)
* Test, new treatment/modality (T)
* Placebo, sham control (P)

Noninferiority in Radiology research

« Superiority
— radiology has been a highly technology driven field

* Why noninferiority
— diagnostically saturated
— safer, more convenient, and less costly
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E I 1 ﬁaot:&,' Image Quality and Radiation Exposure
xamp e With a Low Tube Voltage Protocol for
RCT

Coronary CT Angiography

PROTECTION Il Tria

Hausleiter et al. 2010

T: Low-dose CT (100-kVp tube voltage scan)
AC: Standard-dose CT (120 kVp tube voltage scan)

Primary outcome/margin:
— image quality (continuous)/-0.2

Example 2 ROT

Low-Dose Abdominal CT for Evaluating
Suspected Appendicitis

Kim et al. 2012

T: Low-dose CT
AC: Standard-dose CT

Primary outcome/margln - o
— negative appendectomy rate (d|agnost|c false s
positive rate) : S

— absolute difference / 5.5%

-139-



Clinical Research Methodology Course

The NEW ENGLAND

Example 3

Primary outcome/margin:
— clinically significant cancer
— absolute difference / -5% +

JOURNAL of MEDICINE

MAY 10,

MRI-Targeted or Standard Biopsy for Prostate-Cancer Diagnosis

» Kasivisvanathan et al. 2018
« T: Multiparametric magnettcresonancelmagmg(MRI) .
with or without targeted biopsy.. ; | T ———s
* AC: Standard transrectal ultrasc
biopsy

targeted biopsy was

Al-based Strategies to Reduce Workload in Breast Cancer
Screening with Mammography and Tomosynthesis:
A Retrospective Evaluation

José Luis Raya-Povedano, MD * Sara Romero-Martin, PhD, MD + Esperanza Elias-Cabot, MD +
Albert Guubern-Mérida, PhD * Algjandro Rodriguez-Ruiz, PhD * Marina Alvarez-Benito, PhD, MD
diology, Haspinal Universitario Reina Sofis, Av Menéndes Pidal s/n, Céedoba 14004, Spain (| LR.P.
.. Ci cal 5

b, Spain (JLRP, S.RM., EEC. MAB)
vision requested October 23 revision reccived |

Address correspendence w | LRI

The seudy ded by the Ha

1:000:1-9 * huepsc//doiong/10.1148/radicl. 2021203555 @ Content codes: B8] (A1]

Becigrennd:  The workflow of breast cancer screening programs could be improved given the high workload and the high number of
false-positive and false-ncgative assessments.

Pompese: To cvaluate if using an artificial intelligence (Al) system could reduce workload withou reducing cancer detection in
breast cancer screening with digital

raphy (DM) or digital breast omosynthesis (DBT).

Metwials and Methods:  Consecutive screcning-paired and independently read DM and DBT images acquired from January 2015 to
December 2016 were retrospectively collected from the Cérdoba Tomosynthesis Screening Trial. The original reading sertings were
single or double reading of DM or DBT images. An Al system computed a cancer risk score for DM and DBT examinarions inde-
pendendy. Each original setting was compared with a simulated autonomous Al triaging strategy (the least suspicious examinations
for Al are not human-read; the rest are read in the same serting as the original, and not recalled by radiols but
graded as very suspicious by Al are recalled) in terms of workload, sensitivity, and recall rate. The McNemar test with Bonferroni
correction was used for searistical analysis.

Besslrs: A rocal of 15987 DM and DBT examinations (which included 98 screcning-detecred and 15 interval cancers) from 15986
women (mean age = standard deviation, 58 years = 6) were evaluared. In comparison with double reading of DBT images (568
hours needed, 92 of 113 cancers detected, 706 recalls in 15987 examinations), Al with DBT would result in 72.5% less workload
(P < 001, 156 hours nceded), noninferior sensitivity (95 of 113 cancers detecred, P = .38), and 16.7% lower recall rate (P <001,
588 recalls in 15987 cxaminations). Similar results were obtained for Al wich DM. In comparison with the original double reading
of DM images (222 hours ncoded, 76 of 113 cancers detectod, 807 recalls in 15987 cxaminations), Al with DBT would result in
29.7% less workload (P < .001), 25.0% higher sensitivity (P < .001), and 27.1% lower recall rate (P < .001).

Condwsion:  Digital mammography and digital breast tomosynthesis screening stratcgics based on antificial intelligence systems could
reduce warkload up to 70%.

SRM, EEC
Posne

y 14,

T: Al
AC: no Al

gukor A5a|ul A
I EEE F0|HN
cancer detection2 §X| 8f= X
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s : Korean journal of Radiology
Original Article | Thyroid
€ISSN 2005-8330
https://doi.org/10.3348/kjr.2019.0581
Korean J Radiol 2020;21(3):369-376 W) Gheck for updates.

Computer-Aided Diagnosis System for the Evaluation

of Thyroid Nodules on Ultrasonography: Prospective ';I-‘_g’k&'l
Non-Inferiority Study according to the Experience Level Paired a+

of Radiologists

Sae Rom Chung, MD*, Jung Hwan Baek, MD, PhD*, Min Kyoung Lee, MD*, Yura Ahn, MD',
Young Jun Choi, MD, PhD’, Tae-Yon Sung, MD, PhD?, Dong Eun Song, MD, PhD’,
Tae Yong Kim, MD, PhD‘, Jeong Hyun Lee, MD, PhD*

gy and Research Institute of Radiology. *Surgery, *Pathology. and ‘Endocrinology and Metabolism, University of Ulsan
Asan Medical Center, Seoul. Korea

Department
College of M

Objective: To determine whether a computer-aided diagnosis (CAD) system for the evaluation of thyroid nodules is non-inferior

to radiologists with different levels of experience.

Materials and Methods: Patients with thyroid nodules with a decisive diagnosis of benign or malignant nodule were

consecutively enrolled from November 2017 to September 2018. Three radiologists with different levels of experience (1

month, & years, and 7 years) in thyroid ultrasound (US) reviewed the thyroid US with and without using the CAD system. CADZ}
Statistical analyses included non-inferiority testing of the diagnestic accuracy for malignant thyroid nodules between the

CAD system and the three radiologists with a non-inferiority margin of 10%, comparison of the diagnostic performance, and the

added value of the CAD system to the radiologists. i ist H
Results: Altogether, 197 patients were included in the study cohort. The diagnostic accuracy of the CAD system (88.5%, 95% raleIOQISt It“
confidence interval [CI] = 82.7-92.5) was inferior to that of the radiologists with less experience (1 month and 4 year) of

thyroid US (83.0%, 95% (I = 76.5-88.0; p < 0.001), whereas it was inferior to that of the experienced radiologist (7 years) = &

(95.8%, 95% CI = 91.4-98.0; p = 0.138). The sensitivity and negative predictive value of the CAD system were significantly h:-g evaluatlon

hu]h« than those ui the less- expenem:ed radiologists were, whereas no significant difference was found with those of U'ne =

ion of US and the CAD system signifi improved sensitivity and negative pred (accuracy) T Eoll)‘.l
value, although the specificity and positive predictive value deteriorated for the less-experienced radiologists.

Conclusion: The CAD system may offer support for decision-making in the diagnosis of malignant thyroid nodules for operators

who have less experience with thyroid US.

Keywords: Computer-aided diagnosis; Thyroid nodule; Thyroid cancer; Ultrasonography

Assessment of an Al Aid in Detection of Adult
Appendicular Skeletal Fractures by Emergency Physicians
and Radiologists: A Multicenter Cross-sectional Diagnostic

Study cross-sectional
paired

Loic Duron, MD, MSc + Alexis Ducarouge, MSc + Andbé Gillibert, MD, MSc * Julia Lainé, MD, MSc + Christian
Allouche + Nicolas Cherel, MSc + Zekun Zhang, MSe » Njcolas Nitche, MSc » Elise Lacave, MSc + Alois Pourchos,
MSe » Adrien Felier, MD + Louis Lassalle, MD, MSc » Nor-Eddine Regnard, MD, MSc » Antoine Feydy, MD, PhD

From the Department of Radiology. Hapital Fondation A. de Rodhschild, 25 rue Manin, 75019 Paris, France (LDV): Faculey of Medicine. Universisé de Paris, Paris.
France (LDD.. A. Feydy): Gleamer, Paris, France (AD.. CA. NC, ZZ, NN_ EL, AP, N.ER); Deparment of Biostasistics, CHU Rouen, Rouen, France (A.G.);
Department of Radiology. Hopital Hécel Diu, Assisance Publique. Hipisaus de Paria, Pasis, France (J.L); Depanment of Radiology., Hopital Ambroise Paré, Aniscance
Publique-Hopitaux de Paris, Boubogne-Ballancourr, France (A Feler); Depariment of Radiology, Hpital Raymond Poincaré, Asistnce Publique- Hopitsux de Paris,
Garches, France (A. Felter): and Department of Radiclogy B, Hipital Cochin, Amistance Publique- Hopitaux de Pari, Paris, France (1L NER.. A. Feydy). Received
September 30. 2020, revision requested December 23: revision recesved Janusry 26, 2021 sccepted March 4. Address correspaadence to LD, (¢-mail: Lisrornfor, paris.

This study was funded by Gleamer.

Conflices of interess ase lissed at the end of this arcle

Radiology 2021:000:1-10 ® hepsc//do.org/10.1148/radiol 2021203886 ¢ Cansent codes: MK[A1]

M Nwmd%%hnmmhwmmw
missed fracrures represent up 1o 80% of diagnosti y dep

E To assess the performance of an artificial intelligence (Al) system designed 1o aid radiologists and emergency physicians i A|7|-
detection and localization of i skeleral fractures.

detection/localization of

Matarials and Metheds:  The Al system was previously trained on 60 170 radiographs obuined in patients with rrauma. The radio- i

e e e mmm"mwng lmuu;a:dwuwmh-m:mmmu.mﬁwmm appendicular skeletal fracture
whom multiview radiographs had been obtained after a recent trauma, with or without one or more fractures of shoulder, arm, ﬁ:ﬂoll‘kl

hand, pelvis, leg. and foot, were retrospectively included from 17 French medical Radiographs with quality precluding hu- =

or
> detect and localize fractures with ( = 300) and fractures without (u = 300) the aid of sofeware highlighting bozes around Al
Mduﬁmmqﬂdmﬂm&qmmmhmdthnm radio'ogists

detected fracrures.

after averaging of performances of =
lemergency physicians

Resslts: A tocal of 600 patients (mean age * standard deviation, 57 years = 22; 358 women) were included. The Al aid improved ixs = X

mﬂuﬂyiﬁmbytmmmum 14.2; P = 003 for superiority) and the specificity by 4.1% (95% CI: 0.5, 7.7; P< 2 I't I

nol!wmluﬁ:mmndwd«mlhmwmbcofﬂmmﬁ:mmpu by 41.9% (95% Cl: 12.8,61.3; P=

.02) in pacicnts withour fracturcs and the mean mbylsﬂb(mcl —30.4, 3.8; P=.12). Finally, stand-alone

mance of 3 newer release of the Al system was greater that of all unaided including skeleral expert radiologists, with an

arca under the receiver operating characteristic curve of 0.94 (95% CI: 0.92, 0.961.

Coschesion:  The artificial iniclligence aid provided a gain of sensisivity (8.7% increase) and specificity (4.1% increasc) without loss of
reading speed. 10
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MR Enterography for the Evaluation

of Small-Bowel Inflammation in 4 &3 x4

Crohn Disease by Using Diffusion- — < '

weighted Imaging without cross-over RCT
Intravenous Contrast Material:

A Prospective Noninferiority Study’

IR e
1 week MR - et anagig ol

m-,--v,,-;-_;_,«-_,-_;a-::_:_ MR DWI without ZEY Z=HH|7}

ropanding proporticnal agrevnt beteen W1 ad CF MR

jin of 30%. comviation

i s ot o bt e s \ith Y ZHH|of] H|SH

e e T

The st e V1 s 3 01 et e 1= 5 small-bowel inflammation
171 soprcets; s o 05%: comebonce iork =84%). vl ation éaollkl

oy senres was 0,567 (< 001). DWI and CE MR onterag.

T dnd ot hflew sigraficantly rvpardinng the sewstiny and

specibieity for the diaguosis of terminad ksl inflaion (P

> 900 DW1 and CE MR exsorugraphy comourvesd in the &

agnanes of penctraing

DWI MR entersgraply wis soninferior to CF MR enterog

rapin, for the evubiation of inflammation in Crohn discae

in gonerally well dstended small bowel, euept for the di
e .

A 305

e NEW ENGLAN D _
JOURNAL of MEDICINE gy

MRI-Targeted or Standard Biopsy for Prostate-Cancer Diagnosis

V. Kasiisvanathan, AS. Rannikko, M. Borgh, V. Paneblance, LA Mynderse, M.H. Vaarala, A Srigant, L Budaus,
. Helawell, findley, W). Roobol, 5. Eggenes, M. Ghei, A, Villers, F. Bladou, 6. M. Villeirs, | Virdl, 5. Bosler,
Singh, W. Venderink, B.A. Hadaschik, A Ruffion, |.C. Hu, D. Margolis, 5. Crouzet, L. Kiotz
0, 1. Gill, . Allen, F. Giganti, A. Freeman, 5. Mortis, 5. Punwani, N.R. Willams, C. Brew-Graves,
J. Dreeks, Y. Takwoingl, M. Emberton, and C.M. Moore, for the PRECISION Study Group Collaboratars®

ABSTRACT

e

Multiparametric magnetic resonance imaging (MRI), with of without tangeted bi- e sabory’ il names, scadems de-

opsy, is an akemative to stanclard iransrecial ultrasonogeaphy- gu-iui blnpq- for e, and akatiom are Babed in e Ag-
with 2 raised

mnwdn;wnr biopsy. However, comparative rndmcr-hmd oy el ierwemtonal Scomce, W51, i

wiTnoBS Lo Wi 715, Lnted Kinglorn, o

1na multenter, randomized, noninferority trial, we assigned men with 2 clinkal e kasgpuct 2.

suspicion of prostate cancer who had not undergone biopsy previously 10 undenEo  «A complets st of members of the

MRI, with or without targeted biopsy, or standard transtectal ukrasonography-  PRICISIGN Sty G  peoidd

sruided biopsy. Men in the MRIargeted biopsy group ...ummmwh.o” - gponl, smiclin

mﬂmnammhmm\flkwww of prostate cancer; men.

wwhose MR results were not suggestive of prostate cancer were not offered biopsy. 135 ' e, seiniet o arch 11

Standand biopsy was 3 10-40-12-core, transrectal ultrasonoyraphy-guided nup-y ““‘ﬂ s

The primary outcome was the proportion of men who receved a diagnosis of cini- .

caly sgnifcan caner. Secomiary oscomes nckd he propertion of e o s mviie i MIR-targeted biopsyZ}

reoeived 2

diagnosis of clinically {nstgaifican cancer.

5t b o,

sEsuurs
A total of 500 men underwent randomization. In the MRHargeted biopsy group,

71.0f 252 men (28%) had MR results that were ot sujgpestve of prostate cancer, standard blopsy 0" HISH

%0 they did not undengo biopsy. Clinically significant cancer was defected in 95 men.

iapsy
interval [CI], 4 to 20, P=0.005). MRI, with of without taryeted biopsy, was nomin-
fetior 10 standard biopsy, and the 95% confidence interval indicated the superios- detecuon O'II A‘I
ity of this strategy over standard biopsy. Fewer men in the MRJargeted biopsy
o than n the standarbbiopey proup e a digaoss of cincally nsignit
cant cancer (adiusied difference, - \lmmmﬂ 19 w0 -7; P0001).
comcumons
“The wse of risk assessment with MR before biopsy and MRI-argeted biopsy was
superior to standard transrectal ulirasonography-guided biopsy in men at clinical
risk for prostate cancer who had not undergone biopsy previously. (Funded by the
mmwnummnuwmmudwm
; PRECISION

NG D 3 NOWORG MAY 10 2018 1707
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the rationale

Placebo-controlled trial is unethical: a clinical

equipoise.
(1) no standard treatment (usual care, for non-pharmacological) exists
(2) standard treatment is not better than placebo
(3) standard treatment is a placebo (or no treatment)
(4) new evidence has shown uncertainty of risk-benefit profile of the
standard treatment
(5) effect treatment is not readily available due to cost or supply issues

Non-inferiority trials are unethical
(1) they disregard patients’ interests
(2) no relevant clinical questions
(3) commercial aims, not patients’ interests: it is enough to show that
they are similar
(4) no limits to the non-inferiority limit
(5) enrolling patients in non-inferiority trials betrays their trust

T ancer 20007: 370x 187577

the rationale: EMA

demonstrate the efficacy
bioequivalence studies are not possible
the use of a placebo arm is not possible

risk-benefit assessment

no important loss of efficacy

a direct comparison: risk/benefit

a potential safety advantage, an efficacy
comparison
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the rationale: JAMA

of placebo controls unethical

reference treatments.
greater availability
reduced cost
less invasiveness
fewer adverse effects (harms)
greater ease of administration

* Available efficacious active treatments can make use

* New treatment offers important advantages over

Outcome A
(the greater, 1.00
the better)
m— =
0.75 - / A
.,,{f——l
Active
control
0.50 °®
Comparator
0.25 1 ®
Placebo
0.00

Time
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NI in general

» Superior Efficacy: P <AC (P < T; systematic review)
* Ingeneral, AC>T

+ Additional advantages: AC’ < T’

* Risk-benefitt AC =T

« Efficacy :AC<T+A

- -A<T-AC
17
(3)
Test

QOutcome A
(the greater,
the better) 2)

1 - —H

RS

Active
control (1)P-AC
® G -
Comparatpr —0—
(3) T-AC
- —_—
Placebd Bl
I 1
: (5) T1AC
. = i
Active control Testor (C,P)
better better
) 18
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Introduction: rationale, examples

Statistical Concept of Equivalence/Noninferiority
— hypothesis

Noninferiority Margin

— General Principles

— Radiologic Perspective

Examples

absence of evidence is not evidence of absence
no significant difference# the same

* H,y: no difference
* H;: the difference is real

- P<0.05
* the difference is real

- P>0.05
+ po-difference
* there is insufficient evidence to make a conclusion
« fail to reject H,
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ISR . o cirerence

{

F 3

Al
0
F"new = i3

previous

A 4

New Method
worse

H,: difference is real _

}—E'i—|
it New Method
| better
- Ll ;
0
F"new - Pprevious
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H,: not equivalence H,: not equivalence

—_
New Method ! New Method
worse : better
-A 0 A
F"new - Pprevious
H,: not noinferior i_
i :
New Method ! New Method
worse l better
- -A 0 »
F"new Pprevious
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Not
Noninferior

Noninferiorityi
Margin

A

—><——Noninferior

ke

.
<

F 3

Test Method (New) — Active Control Method (Standard)

-A 0
Outcome Difference:

A 4

Not
Noninferior

Noninferiorityi
Margin

A

——><——Noninferior

noninferior

=
<

¥ 3

Test Method (New) — Active Control Method (Standard)

-A 0

Outcome Difference:

v
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Introduction: rationale, examples

Statistical Concept of Equivalence/Noninferiority
— hypothesis

Noninferiority Margin

— General Principles

— Radiologic Perspective

Examples

Noninferiority Trial

+ Active control (AC): standard test
+ Test (T): new test
* Placebo (P): placebo

* New treatment (T) is not worse than Standard
treatment (AC) by amount of A

* Margin: Generous / Stringent

» Outcome: Absolute difference / Relative difference

generous Stl’lngent

AA

B
< * L

P T T A
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The ABC of non-inferiority margin

* Assay sensitivity
 Bias
« Constancy assumption

Noninferiority margin: fixed-margin

+ (1) (AC-P) effect (95% ClI)

detection: Placebo favor < - AC favors

Placebo A AC
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Noninferiority margin: fixed-margin

. (2) T-AC effect (95% Cl)

P — P

test — ' activercontrol

Difference : Standa:rd favors €--—-----————--——-—> MR favors
L 1 Test — Active control
[}

A0

Noninferiority margin: fixed-margin

* (1) 95% Cl of (AC - P)

— not available

— (if exists, take a lower limit)
* (2) retention

— 50%
* (3)95% Cl of (T-AC)

(1A
(2)50%A= N

; T AC A
P (3) T-AC AC
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Parallel Paired
Binar
ary _ (Zcr.ir +me’)2P(17P)

N=4 e

v < $2P1=P)
A Az :;::J:;iﬁd type | error

Contipuous s s 7 17 Yol

N = 4 (Zcm't e Z,mw) o N — 4 ( crit pu-r) O-d

- AZ A 2
d
2 420— 5 2.5% one-sided type | error
N ~ 420_ 2.5% one-sided type | error N & ; 90% power v
Az 90% power Ad
N: lola\iz;crit =1.96 (one-sided 2.5% = two-sided 5%), Zpwr =1.28 (90% power)
% C
95% ClI
Parallel Paired
Binary
PPy +1.96 pl(l—pl) + pz(l_pz)
' B m n,
Contipuous
Sl
m, —m, £1.96 |—
n

34

N : total, Zcrit = 1.96 (one-sided 2.5% = two-sided 5%). Zowr =1.28 (90% power)
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* Introduction: rationale, examples

« Statistical Concept of Equivalence/Noninferiority
— hypothesis

* Noninferiority Margin
— General Principles
— Radiologic Perspective

+ Examples

NONGLAMID BN NOM.ORG  MaY 10, 2008 1767

35
e NEW ENGLAND
JOURNAL o MEDICINE
wran MAY 10, 2018 [
MRI-Targeted or Standard Biopsy for Prostate-Cancer Diagnosis
ABSTRACT
BaCxCROUND
Multiparametric magnetic resonance imaging (MRI), with or without targeted bi-  The sthory’ Rl names, scadenc do-
opsy, i an altemative 1 standard transrectal ultrasonography-guided biopsy for 7o, 10d adatom e bsisd 1 the Ap
pondin. Address. ruprint requasts I Dr
prostate-cancer detection in men with a raised prostate-spevific antigen level who have o o Tl o ion of Sur
not undergone biopsy. However, comparative evidence is limited
aETHODS Lomdon WIW 7T, Liniled Kingdom, or at
multicenter, omized, noninferiority trial, we assigned men with a dinical e ks sk
picion of prostate cancer who had not undergone biopsy previously 10 underpo  «a complets fist of members of the
MRJ, with or without targeted biopsy, or standard transrectal ultrasonography-  PRICISION Study Group is provided in
guided biopsy. Men in the MRI4argeted biopsy group underwent a tangeted biopsy :’l"":w" tary Append, svailable
{without standard biopsy cores) if the MRI was suggestive of prostate cancer; men
whose MRI results were not suggestive of prostate cancer were not offered bi J“';;’!'_:';;”:‘:_l:‘”“"““ —
Standard biopsy was a 1040-12-core, transrectal ultrasonography-guided biopsy.
The primary outcome was the proportion of men who received 2 diagnosis of clini- | S] Mot AT IR
cally significant cancer. Secondary outcomes inchided the PROPOFION OF MEN WHO o 6 o s st iy
receiwed a diagnosis of clinically insignificant cancer.
BESULTS
A total of 500 men underwent randomization. In the MRitargeted biopsy group,
71 of 252 men (28%) had MRI results that were not suggestive of prostate cancer,
50 they did not undergo biopsy. Clinically significant cancer was detected in 95 men
[38%) in the MRI-targeted biopsy group, as compared with 64 of 248 (26%) in the
standard-biopsy group (adjusted difference, 12 peroentage points; 95% confidence
interval [CI), 4 to 20; P=0.005). MRI, with or without targeted biopsy, was nonin-
ferior to standard biopsy, and the 95% confidence interval indicated the superior-
ity of this strategy over standard biopsy. Fewer men in the MRI-targeted biopsy
group than in the standard-biopsy group received a diagnosis of clinically insignifi-
cant cancer adjusted difference, 13 percentage points; %% CI, 19 to -7; Pe0.001).
coucLusions
The use of risk assessment with MRI before biopsy and MRIargeted biopsy was
superior to standard transrectal ultrasonography-guided biopsy in men at clinical
risk for prostate cancer who had not undergone biopsy previously, (Funded by the
National Institute for h Research and the Furopean Association of Urology Re- .
search Foundation; PRECISION ClinicalTrials.gov number, NCT02380027) 36
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Man with no prior biopsy referred with clinical suspicion of prostate

Visit 1 - Randomization (n2470), 1:1 allocation

Arm 1: (n2235)

Visit 2: Multi-parametric MRI

MRI score 1,2

No biopsy

MRI score 3,4,5

Visit 3: MRI-targeted
biopsy of the prostate

Arm 2: (n2235)

Visit 3: 10-12 core trans-rectal biopsy
of the prostate

Visit 4: Test results given & Treatment decision
Final Questionnaires

Follow up for further investigations or radical prostatectomy

Table 1. Features of Noninferiority Studies.

Consideration

Active control

End-point selection

Choice of noninferiority
margin

Assay sensitivity

Constancy and metrics

Execution

Analysis

Explanation

Select active control on the basis of a previous ran-
domized superiority trial comparing active control
with placebo; active control represents current
standard of care

Is the end point clinically relevant, and are there his-

torical data comparing the active control with pla-

cebo for the selected end point?

Is the margin less than the treatment effect of the ac-
tive control versus placebo? Is there consensus
about the margin of reduced effectiveness that is
still acceptable in light of potential benefits (e.g.,
improved safety, lower cost, lower risk of side
effects)?

If the active control were compared with placebo,
would superiority be evident?

Have the conditions changed between the trial estab-
lishing superiority of the active control over place-
bo and the noninferiority trial> What type of metric
(between-group difference in absolute risk or rel-
ative risk) is more likely to be constant between
studies and therefore a reliable metric for com-
parison and margin definition?

Are the assigned treatments administered adequately?
Is ascertainment of the end point accurate and
complete?

If treatment crossover or nonadherence occurs, what
is the appropriate analysis (intention-to-treat or
per-protocol)?

Challenges

Placebo-controlled trials may not have been performed

Composite end points may be difficult to interpret; the
relevance of end points may change in the course of
follow-up

It is important not to accept new therapies that are less
effective over time than previous therapies (known as
“biocreep”*); historical data are not always available
to determine the difference between placebo and con-
trol (e.g., in the case of antiinfective agents)

A “positive control” usually cannot be assessed in the
study, since placebo is not feasible or ethical

Characteristics of the study population or concomitant
therapies may have changed since the effect of active
therapy was established, making a determination of
noninferiority unreliable; constancy is not always pres-
ent for absolute effects; a lower-than-expected event
rate may make a risk-difference margin clinically inap-
propriate if viewed from a relative-risk perspective; a
higher-than-expected event rate may result in lower-
than-expected power

Lack of attention to execution in the control group or mis-
classification or missing data on the end point may
bias the study toward a conclusion of noninferiority

Treatment crossover may bias an intention-to-treat analy-
sis toward a conclusion of noninferiority, but a per-
protocol analysis may alse introduce bias, since base-
line characteristics are no longer balanced between
study groups

* Biocreep was defined in a 1992 "Points to Consider” Food and Drug Administration briefing document.*

Mauri

Klmin

D'Agostino RB. Challenges in the Design and Interpretation of

it Trinla Al Eenl 1 hiad AON47
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Active control

* (Test) MRI-Targeted Biopsy
* (Active control) Standard Biopsy

» Select active control on the basis of a previous
randomized superiority trial comparing active control
with placebo; active control represents current
standard of care

« Challenges: Placebo-controlled trials may not have
been performed

End-point selection

 clinically significant prostate cancer rate (Gleason
grade 3+4 disease or greater)

* Is the end point clinically relevant, and are there
historical data comparing the active control with
placebo for the selected end point?

» Challenges: Composite end points may be difficult to
interpret; the relevance of end points may change in
the course of follow-up
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Choice of noninferiority margin

+ The choice of 5% as the margin of non-inferiority represents
a difference that would be considered clinically unimportant
in the detection rates.

* +10 % difference

» Is the margin less than the treatment effect of the active control
versus placebo? Is there consensus about the margin of reduced
effectiveness that is still acceptable in light of potential benefits
(e.g., improved safety, lower cost, lower risk of side effects)?

« ltis important not to accept new therapies that are less effective
over time than previous therapies (known as “biocreep™);
historical data are not always available to determine the
difference between placebo and control (e.g., in the case of
antiinfective agents)

* For the non-inferiority hypothesis, using 90% power
and 2.5% one-sided a, using an estimate for detection
rate of clinically significant cancer for targeted biopsy
of 40% and an estimate of detection rate for TRUS
biopsy of 30% and using a margin of clinical
unimportance of 5%, 211 men per arm will be required.
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Assay sensitivity

« |f the active control were compared with placebo,
would superiority be evident?

« A“positive control” usually cannot be assessed in the
study, since placebo is not feasible or ethical

Constancy and metrics

MRI-Targeted Biopsy Standard-Biopsy

Group Group
Qutcome (N=252) (N=248) Differencey P Value
Clinically significant cancer
Intention-to-treat analysis — no. (%) 95 (38) 64 (26) 12 (4 to 20) 0.005

= Rates of clinically significant cancer detection from targeted-alone biopsy in a population with no
prior biopsy have been shown to be 50%.

= Assuming 20% of men avoid biopsy in the MRI arm of PRECISION, this would correspond to a
50% detection rate in 80% of the participants in this arm =40% overall detection rate of clinically
significant cancer in the MRI arm.

* Rates of clinically significant cancer detection from one of the largest studies of TRUS biopsy in
men without prior biopsy are shown to be 27%.

* Have the conditions changed between the trial establishing superiority of the active control over
placebo and the noninferiority trial? What type of metric (between-group difference in absolute risk
or relative risk) is more likely to be constant between studies and therefore a reliable metric for
comparison and margin definition?

*  Characteristics of the study population or concomitant therapies may have changed since the
effect of active therapy was established, making a determination of noninferiority unreliable;
constancy is not always present for absolute effects; a lower-than-expected event rate may make
a risk-difference margin clinically inappropriate if viewed from a relative-risk perspective; a higher-
than-expected event rate may result in lower- than-expected power

- 158 -



KSSR 2021

The 8th Korean Spring Symposium of Radiology

Execution

» Of the 71 men with negative results on MRI and no biopsy,
3 (4%) were discharged, 62 (87%) were referred for
monitoring of the PSA level, 3 (4%) underwent further
prostate biopsy (all had negative results), 1 (1%) underwent
an additional multiparametric MRI, and 2 (3%) had missing
information.

* Are the assigned treatments administered adequately? Is
ascertainment of the end point accurate and complete?

+ Lack of attention to execution in the control group or

misclassification or missing data on the end point may bias
the study toward a conclusion of noninferiority

45

Analysis
Noninferiority  Difference in Rate of Primary Outcome (95% C1)

Analysis margin percentage points

Intention-to-treat analysis 12 (4-20)

st analysis i —_——— 12 (3-20)

12 (3-20)

-10 -5 0 5 10 15 0 25

Standard Biopsy MRI with or without Targeted Biopsy
Better Better

Figure 2. Intention-to-Treat, Modified Intention-to-Treat, and Per-Protocol Analyses of the Primary Outcome
fi

sigy 5 spe
val for the difference (MRI-targeted standard-biopsy group) was greater than -5 percentage
points (dashed line), then MRI, with biopsy, would be deemed to be noninferior. If the lower
boundary was greater than zero (solid line), superiority would be claimed.

» |f treatment crossover or nonadherence occurs, what is the
appropriate analysis (intention-to-treat or per-protocol)?

» Treatment crossover may bias an intention-to-treat analysis
toward a conclusion of noninferiority, but a per- protocol analysis
may also introduce bias, since baseline characteristics are no
longer balanced between study groups

-159-



Clinical Research Methodology Course

Sample size calculation and two-sided 95%
Cl

Z +7Z )YYP1-P
N: 4( crit pwr) ( )

AZ

targeted biopsy of 40% and an estimate of detection rate for TRUS
biopsy of 30% and using a margin of clinical unimportance of 5%

> 4*(1.96+1.282)"2*0.3*(1-0.3)/(0.05+0.1)"2

[1]393
S i1.96\/101(1—;)1) AGTS!
n n,
MRI-Targeted Biopsy Standard-Biopsy
Group Group
OQutcome (N=252) (N=248) Differencef P Value
Clinically significant cancer
Intention-to-treat analysis — no. (%) 95 (38) 64 (26) 12 (4 to 20) 0.005

> 0.38-0.26 - 1.96*sqrt(0.38%(1-0.38)/252 + 0.26*(1-0.26)/248)

[1]0.04

> 0.38-0.26 + 1.96*sqrt(0.38*(1-0.38)/252 + 0.26*(1-0.26)/248)

[1] 0.20 .

Bl e el

Non-Inferiority Tests for the Difference Between Two Proportions
Numeric Results for Non-Inferiority Tests for the Difference Between Two Proportions
Test Statistic: Z-Test with Unpooled Variance
HO: P1 -P2 <DO0vs. H1: P1-P2 =D1 > DO0.
Target Actual Ref. P1|HO P1|H1 NI Diff Diff
Power Power* N1 N2 N P2 P1.0 P1.1 DO D1 Alpha
090 090115 211 211 422 03000 02500 04000 -00500 01000 0.025

* Power was computed using the normal approximation method.

48
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Q1. two-sided 95% and one-sided 97.5% CI

T 05% M| Tk = TF 97.5% Mzt

Neninferiarity  Difference in Rate nl’ﬂl:i\:a:yfl)‘u(mme (95%C1)
|—H two-sided 95% CI (4,20)
|—I—| two-sided 90% ClI (5,19)
L
: one-sided 97.5% Cl (4,%)
Standard better Test better

one-tailed: lawer ane-tailed: upper two-tailsd

. N\ . .
3 f\ 2 3
! \
R [\ HER HE
/ \
3 \_7 g4 % [ —
L 2 o ¢ 4 Vo . o2 0 ¢ s

4 = 0

Q2. retrospective, prospective / paired, parallel

Mek™ SBEA | paired, B

» Paired design
— McNemar'’s test

— Generalized Estimating Equation
— Bootstrapping

» Parallel design
— independent two-sample test
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Q3. noninferiority and superiority?

HES g1 2219 SA 24

* In some cases, a study planned as an NI study may
show superiority to the active control.
Recommendations in International Conference on
Harmonisation guidance E9: Statistical Principles for
Clinical Trials (ICH E9) and FDA policy have been that
this superiority finding arising in an NI study can be
interpreted without adjustment for multiplicity.

* (but pre-planned)

Conclusions

* Introduction: rationale, examples
— Active control, standard treatment/modality(AC)
— Test, new treatment/modality (T)
« Statistical Concept of Equivalence/Noninferiority
— hypothesis: margin
* Noninferiority Margin
— General Principles: 95-95 fixed margin
— Radiologist's Perspective: previous experiences
+ Study design
— General Principle: prospective, parallel
— Radiologist’s Perspective: retrospective/prospective, paired
* Endpoint
— General Principle: Clinically relevant
— Radiologist’s Perspective: Evaluation of diagnostic performance
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